Report No. 180/ UILU ENG-98-4008

The Effect of Stress State and Precipitation on Stress-
Induced Martensitic Transformations in Polycrystalline
and Single Crystal Shape Memory Alloys:

Experiments and Micro-Mechanical Modeling

by
Kenneth Allen Gall

B.S., University of lllinois, 1995
M.S., University of Illinois, 1996

THESIS

Submitted in partial fulfiliment of the requirements
for the degree of Doctor of Philosophy in Mechanical Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 1998

Urbana, Illinois



UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN

THE GRADUATE COLLEGE

March 18, 1998
(date)

WE HEREBY RECOMMEND THAT THE THESIS BY

Kenneth Allen Gall

ENTITLED__The Effect of Stress State and Precipitation on Stress-Induced

Martensitic Transformations in Polyervetalline and S8ingle Crystal Shape
Memory Alloys: Experiments and Micro-Mechanical Modeling

BE ACCEPTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR

THE DEGREE OF Doctor of Philosophy
/_\\ .
%ﬁf &F‘AA &Ej/(//)‘""“‘—_)
W‘ %%iz:ofﬂgsis Research

” Head of Department

Committee on-Fifial Ex3dminationt
- Chairperson
A :
{
A

7 ST
Lhaee’ s PN, Al

. i
Lf‘ V7Y d 28 j /ﬁ/vt&é’f

1 Required for dolr’s degree but not for master’s,

0517




ABSTRACT

Shape memory alloys such as CuZnAl and NiTi have been a strong
focus of current research efforts primarily in the fields of basic materials
science and applied mechanics. Although research efforts in both fields have
uncovered many of the microscopic and macroscopic features of these alloys,
there still exists some unresolved issues related to the mechanical behavior of
shape memory alloys. With this, the purpose of the present work is to
answer several critical questions related to the mechanical behavior of shape
memory alloys: 1. Why do polycrystalline NiTi and CuZnAl shape memory
alloys sometimes demonstrate tension/compression asymmetry? 2. Why do

peak aged NiTi single crystals demonstrate a decrease in the orientation

dependence of critical transformation stress levels, 6,.? 3. What is the effect of

different aging treatments on o, and marlensite start temperatures, M,, in
polycrystalline and single crystal NiTi?

To answer the first question a micro-mechanical model is used which
incorporates single crystal constitutive relationships and individual grain
orientations into the self-consistent formulation. With this model it is
shown that tension/compression asymmetry in CuZnAl alloys is linked to
the unidirectional nature of the martensitic transformation. In NiTi alloys it
is shown that tension/compression asymmetry is caused by a strong
crystallographic texture of the {110}<111> type coupled with the unidirectional
nature of the transformation. As experimentally observed, the model
successfully captures the distinctly different martensite flow behavior and
transformation stress-strain response in tension versus compression.

To properly understand stress-induced transformations in aged NiTi
single crystals, a micro-mechanical model is used to quantify the stress fields

outside perfectly coherent Ti,,Ni,, precipitates in NiTi. Using the model, the
decrease in the orientation dependence of o, is linked to the unique

orientation relationship that exists between the coherent precipitates in NiTi



and the martensite correspondence variant pairs.  As experimentally

observed the model predicts that peak aged NiTi single crystals loaded under
tension along the [100] orientation will show a dramatic decrease in ¢, while
those loaded along [111] will show less of a decrease in O, The effect of

different aging treatments is properly explained by extending the local stress
field model to the case of semi-coherent precipitates. In addition, the

depletion of Ni in the matrix surrounding the precipitates is found to

contribute to changes in o, and M, for aged NiTi alloys.
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CHAPTER1: INTRODUCTION

PREVIEW

A review of current and past research efforts on NiTi and Cu-Zn-Al
shape memory alloys is presented. At the beginning of the chapter, the
current research needs are discussed, and the purpose of this work is stated.
In the subsequent sections, fundamental references in the field are discussed.
The literature survey first considers the microscopic aspects of shape memory
alloy behavior from a materials science point of view. Following this the

heat treatment and macroscopic deformation (stress-strain) behavior are

discussed.

1.1  SHAPE MEMORY ALLOYS (SMA’s)

1.1.1 HISTORY AND BACKGROUND OF SMA's

In 1951 Chang and Read observed an unexplainable phenomenon
while performing research on the bending behavior of Gold-Cadmium bars.
Upon loading, the AuCd bar deformed in a manner consistent with
expectations. However, after load removal and subsequent heating, the bar
returned to it's original undeformed shape. At the time of this bending
experiment, the unique thermo-mechanical behavior of AuCd was not
completely understood. However, years of research have furthered the
understanding of the AuCd bending experiment. Today, the ability of a
material to apparently “remember” its original shape upon heating is called
the “shape memory effect”, and materials which demonstrate this effect are
classified as “shape memory alloys”. Although AuCd demonstrated shape
memory nearly forty years ago, its applicability in engineering applications
was limited. Some ten years later the discovery of a technologically

important shape memory alloy (NiTi) was made [Buehler et al. 1963], and in



the late 70's NiTi was used for it's first wide scale application in Orthodontics
[Andreason and Morrow 1978].

Shape memory alloys owe their unique macroscopic deformation
behavior to a reversible thermo-elastic martensitic transformation. The
martensitic transformation is a diffusionless transformation that may be
triggered by either an applied stress or temperature change. The microscopic
martensitic transformation leads to recoverable macroscopic deformation
modes that are similar, in some respects, to those caused by non-recoverable
plastic deformation (slip). THence, macroscopic deformation that proceeds
through a microscopic martensitic transformation is sometimes called
transformation-induced plasticity (TRIP), Given the proper combination of
applied stress and/or temperature, the reversible martensitic transformation
is thermodynamically favored over slip in shape memory alloys. In addition
to the shape memory effect, several other macroscopic responses are
representative of shape memory alloys such as pseudoelasticity or the two
way shape memory effect. These effects will be extensively discussed
throughout this review.

Although there are nearly 20 different intermetallic alloy systems that
exhibit shape memory properties, NiTi and Cu-Zn-Al have been the primary
focus of current research efforts [Shimizu and Tadaki 1988]. Of the two, NiTi
has been more widely used in applications due to it’s high recoverable strain
limit (about 8%), along with its remarkable physical properties. However, Cu-
Zn-Al has provoked some interest due to it's moderate recoverability (about

4%), low cost, and ease in processing [Wayman 1980].

1.1.2 CURRENT RESEARCH NEEDS AND PROPOSAL

Although the microscopic transformation behavior and the
macroscopic stress-strain response are well characterized under simple
loading conditions, there is a shortage of work on the effect of the applied
stress state on shape memory alloy stress-strain behavior. More specifically,

there has been limited research on the macroscopic response of shape



memory alloys under compression or three dimensional stress states, even
less research on the microscopic transformation characteristics under these
different stress states, and virtually no work linking the two. Interestingly
enough, the work that has been completed to date has demonstrated that the
applied stress state has a strong influence on the macroscopic deformation
characteristics of shape memory alloys.

With this in mind, the purpose of the current research is to link the
macroscopic and microscopic aspects of stress state effects in shape memory
alloys. The research will start with an experimenial investigation into the
effect of the applied stress state on the deformation behavior of single crystal
and polycrystalline shape memory alloys. Then, micro-mechanical modeling
will be used to predict polycrystalline (textured and untextured) stress-strain
behavior from single crystal deformation behavior. The study will require
the use of in situ transformation observation equipment, unique triaxial
testing equipment, small scale uniaxial testing equipment, and electron
microscopy (SEM and TEM). The single crystals will be used to better
understand the factors which govern the martensitic transformation in the
absence of polycrystalline constraint.  Understanding the orientation
dependence of the transformation stress-strain behavior of single crystals is a
crucial step in resolving stress-state effects polycrystalline materials. The in
situ observation equipment will allow the researcher to observe the
microstructural factors which govern stress state effects as they evolve. For
example, it has never been determined if phase boundary motion occurs
under both tensile and compressive loading. The high resolution electron
microscopes will be used to determine the finer microstructural aspects of the
transformation such as precipitate size, martensite plate morphology, and
fracture surface characterization.

The research will also consider the effects of heat treatment (aging) on
stress state effects in NiTi. This will include the study of aging effects in both
single crystals and polyerystals under various applied stress slates. It is

expected that the stress-strain behavior and respective stress-state effects are



strongly dependent on the heat treatment (precipitate size). More explicitly,

the purpose of this research is to:

1.2

Experimentally determine the dependence of the transformation stress-
strain behavior of polycrystalline Cu-Zn-Al (with one heat treatment)

on the applied stress state.

Experimentally determine the dependence of the transformation stress-
strain behavior of polycrystalline and single crystal NiTi (with several
different heat treatments) on the applied stress state and

crystallographic orientation.

Determine the origins of stress state effects by using a micro-
mechanical model to predict stress state effects in CuZnAl and NiTi
polycrystalline shape memory alloys from the known constitutive
response of single crystals. As an input, the model will also consider

experimentally measured texture in polycrystalline NiTi.

Determine the role that coherent precipitates play in the stress induced
martensitic transformation in aged single crystal and polycrystalline
NiTi. Using micro-mechanical modeling, propose a modified Schmid

law which can be used to predict the deformation behavior of aged
NiTi.

COMPOSITIONS OF COMMON SMA's

1.2.1 NiTi

The maximum compositional range of the intermetallic compound

NiTi is 49 to 57 at% Ni (@ 1060 °C). However, at lower temperatures, this

range decreases greatly, and in order to obtain the desired shape memory

properties the compositional range must be kept within 49 to 51 at% Ni



[Hodgson et al. 1990]. This limited compositional range is a direct
consequence of the fact that the only intermetallic compound in the nickel-
titanium phase field which undergoes the desired thermo-elastic martensitic
transformation is equiatomic NiTi. When the average compositional range
of an alloy is outside the NiTi phase field, precipitation of intermetallic
compounds which do not demonstrate shape memory properties will occur.
For example, under steady state conditions, Ti rich alloys will precipitate
Ti,Ni while Ni rich alloys will precipitate TiNi,, In some cases the
precipitation of these intermetallics or other quasi-steady state intermetallics
is desired to improve the shape memory effect or other mechanical properties
[Nishida el al. 1986]. In these cases, alloys with nickel contents as high as 52

at% are commonly employed.

1.2.2 Cu-Zn-Al

The compositional range of ternary copper based shape memory alloys
is much larger than the range for binary nickel-titanium alloys. Alloys in the
range 4 to 8 at% Al, 9 - 28 at% Zn, and 65 - 80 at% Cu have been the primary
focus of current research efforts [Hodgson et al. 1990]. Although the main
factor in selecting the composition of a NiTi alloy is to avoid or promote
precipitation processes, the composition of Cu-Zn-Al alloys is usually
controlled to yield a specific martensite start temperature. The martensite
start temperature range for NiTi alloys is small compared to lhe wide range of
transformation temperatures available for Cu-Zn-Al alloys, -50 °C to 110 °C
versus -180 °C to 200 °C respectively. Hodgson and colleagues [1990]
document the compositions that lead to specific martensite start temperatures

through a ternary phase diagram with intersecting temperature contours.

1.2.3 ALLOYING ELEMENTS

NiTi alloys can be alloyed with a wide range of elemeﬁts (Sc, V, Cr, Mn,

Fe, Co, Cu, Pd, Au) to form Ni-Ti-X alloys. The primary reason for adding



alloying elements to NiTi is to change the martensite start temperature of the
alloy [Tadaki et al. 1995]. The elements which have a large influence on the
martensite start temperature (about 215 °C) are Fe, Co, Pd, and Au, while V,
Sc, Cu, Mn, Cr, and Cu have a smaller effect (between 20 °C and 140 °C
respectively). Additionally, Mn and Fe have the effect of promoting the R-
phase transformation, while it is usually not observed in the presence of the
other alloying elements [Tadaki et al. 1995).

The alloying behavior of several other elements in NiTi has been
documented. Tungsten has been [ound to have low solubility in NiTi, and
thus forms fine precipitates. The precipitates are expected to improve the
two-way shape memory effect [Enami et al. 1995]. Niobium additions in NiTi
have been shown to affect the martensite start temperature by as much as 100
K. The change in the martensite start temperature is a strong function of the
composition of the niobium doped NiTi alloy [Paio et al. 1992]. Several
studies have demonstrated the effect of hydrogen on the mechanical
properties and transformation behavior of NiTi [Wu and Wayman 1988,
Adachi et al. 1990, Wade et al. 1990, Hoshiya et al 1992]. In general it was
found that hydrogen slows down the shape recovery rate and causes the
formation of hydrides. In addition, the heat of transformation is considerably
decreased when hydrogen is present.

The most common copper-aluminum based SMA’s are Cu-Al-Ni and
Cu-Zn-Al. In these alloys, elements such as B, Ce, Co, Fe, Ti, V, and Zr are
commonly added for grain refinement. In most cases, the elements are added
in very small amounts but have dramatic effects on the mechanical
properties of the copper based SMA’s [Lee and Wayman 1986, Wang et al.
1991]. For example, Han and Kim [1987] have recently studied the effect of
adding boron (.1 % B) to Cu-Zn-Al and have found that it decreased the grain
size hy about 80%, increased ductility by about 50%, and increased tensile
strength by about 80%. In addition to the changes in mechanical properties,
the martensite start temperaturcs of the alloys containing boron were much

more sensitive to heat treatment. As far as the primary alloying elements,



the difference in using Zn or Ni is slight with respect to mechanical
properties. A CuAl-based alloy with Ni is slightly stronger and more
corrosion resistant, however, the alloy with Zn has a much larger martensite

start temperature range.

1.3  MARTENSITIC PHASE TRANSFORMATIONS (MT’s) IN SMA’s

Undoubtedly the first observation of the product phase of a martensitic
transformation was in the microstructure of quenched steels. The rapid
quenching of steels created a unique needlelike microstructure which
demonstrated superior mechanical properties. The microstructure was
different from anything previously observed in steels, thus it was given the
new name “martensite”. As new martensitic microstructures began arising
in many different ferrous and non-ferrous alloy systems, it was realized that
martensite was not simply a microstructural constituent but rather the
product of a unique transformation now called a “martensitic phase
transformation.”  Currently, many attempts have been made to classify
martensitic transformations, but the most thorough and descriptive
classification scheme is one by Morris Cohen and colleagues. Probably best

stated in their original words, they define a martensitic transformation as:

“A lattice-distortive, virtually diffusionless structural change
having a dominant deviatoric component and associated shape
change such that strain energy dominates the kinetics and

morphology during the transformation.” -- [Cohen et al. 1979]

In SMA’s martensitic transformations are unique due to their
reversibility. It has been extensively demonstrated that the main factor in the
reversibility of martensitic transformations in shape memory alloys is the
self-accommodating nature of the martensite plates [Tas et al. 1973, Tadaki et
al. 1975, Banerjee 1990, Yang and Wayman 1992, Fukuda et al. 1992,



Madangopal et al. 1991 and 1993]. The morphology of self-accommodating
martensite plates in shape memory alloys usually represents an internally
twinned structure. However, Delaey and colleagues [Delaey et al 1974] have
noted that in some shape memory alloy systems the martensitic structure is
made up of an array of close packed planes with a well defined stacking
sequence. At any rate, for the more common shape memory alloys, there
exists internal twins which minimize macroscopic shape change within a
given volume of martensite. The shape minimization may also be viewed
energetically as has been done by Mura et al. [1976]. Mura and colleagues
demonstrated that within a spherical volume of martensite a frequent
alternaling twin structure minimizes the stored elastic strain energy. At any
rate, the self-accommodating martensite plates form with minimal “misfit”
plastic strains in the parent phase and thus are thermodynamically reversible.
In the ideal case, the misfit strains created by the new martensite are
exclusively  elasticc, hence the term  “thermo-elastic  martensitic
transformation”. In addition to the formation of thermo-elastic martensite,
Wayman and Shimizu [1972] have noted that for a transformation to be
reversible, the lattice invariant deformation must occur by twinning and the
martensite must form from an ordered parent phase.

At this point it is appropriate to briefly discuss the thermodynamics of
martensitic transformations in shape memory alloys. The thermodynamical
“driving force” for martensitic transformations has long been accepted as the
difference in the chemical free energy between the parent phase and the
martensitic phase [Cohen et al. 1950]. Figure 1.3.1 graphically demonstrates
this concept. Consistent with the free energy curves, if the material exists in

the parent phase at a high temperature ( T > A, ) then it will stay there because
the state is thermodynamically favored (the parent phase has a lower
chemical free energy). As the temperature is decreased the parent phase
becomes less thermodynamically favored with respect to the martensitic
phase. When the temperature rcaches the equilibrium temperature, T, the

parent phase and the martensitic phase are in thermodynamic equilibrium.



However, at this point the transformation to martensite does not proceed

since the driving force for the transformation is zero (free energy of
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Figure 1.3.1:  Free energy curves and differential scanning calorimetry curves demonstrating
the critical variables in a thermally induced martensitic transformation.

martensite - free energy of parent phase = 0). As the temperature is further
dropped to the martensite start temperature, M,, the driving force for the
transformation becomes large enough (for some variants) to overcome the
elastic strain energy and plastic dissipation energy that will be a result of the
transformation. At this point, the parent phase will begin transforming to
martensite. In shape memory alioys, the reaction is athermal, meaning that
the volume fraction of martensite only increases if the temperature is
subsequently dropped below M,. The transformation is complete when the
temperature reaches the martensite finish temperature, M, Once the

material exists in the martensitic phase at a low temperature, the criteria for



reverse transformation follows a similar argument. The DSC curves
essentially represent a method to characterize the transformation
temperatures of a particular sample, thus DSC analysis will be discussed in

section 1.5.

14  CRYSTAL STRUCTURES OF DIFFERENT PHASES

14.1 NiTi

The crystal structure of the parent phase of equiatomic NiTi is an
intermetallic derivative of the BCC unit cell denoted as B2 (a, = 30 nm). The
unit cell has a Ti atom in the center and Ni atoms at the corners [Perkins
1981]. There are two martensitic phases in NiTi, one is a rhombohedral
distortion of the B2 structure (R-phase) [Otsuka 1990] and the other is a
monoclinic distortion of the B19 structure (martensitic phase) [Hehemann et
al 1971, Otsuka et al 1971]. The monoclinic unit cell dimensions are: a_ = 28
nm, b, = 46 nm, ¢, = 41 nm, y = 96.8°, with 4 atom per unit cell [Perkins 1981].
The crystallography of both transformations is well established [Nagasawa
1970, Wu and Wayman 1989], and will not be discussed here.

It is still important to note the general relationship between the two
martensitic structures. In general, the R-phase transformation occurs before
the martensitic transformation. In addition to the R-phase, another
intermediate phase called the incommensurate (distorted cubic) phase is
sometimes observed [Nishida and Wayman 1988]. Although the R-phase is
commonly referred to as a “pre-martensitic phenomenon”, it is not a required
transformation [Perkins 1981]. That is, the R-phase transformation can occur
independent of the martensitic transformation and does not necessarily lead
to the martensitic transformation. In fact, the two transformations should be
thought of as competing reactions rather than complimentary rcactions
[Otsuka 1990]. There are several methods which can be used to promote the
R-phase transformation [Goldstein 1965]: 1. The introduction of rearranged

dislocations due to cold work, 2. The introduction of precipitates in Ni rich
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alloys aged between 400 and 500 °C, 3. Addition of elements that suppress the

martensitic transformation (i.e. Fe or Al).

1.4.3 Cu-Zn-Al

The crystal structures of the parent and martensitic phases in Cu-Zn-Al
are different than the structures observed in NiTi. The purpose here will not
be to explain the crystallography [Adachi et al 1988] or to review the heat
treatment necessary to obtain specific parent phases. Rather, this section will
simply document the phases and structures which have been observed in Cu-
Zn-Al alloys. The parent phase of Cu-Zn-Al is highly dependent on the
temperature and Zn content [Rapacioli and Ahlers 1977]. Additionally, it is
possible to obtain different parent phases dependent on the heat treatment
[Delaely et al 1981, Wu 1990]. There are also various martensitic phases in Cu-
Zn-Al. Delaey and colleagues [1981] have best represented the parent and
martensitic phases in tabular form (Table 1.4.1). From table 1.4.1 it is clear
martensitic phase in Cu-Zn-Al depends on the parent phase. In addition, the

product of the martensitic transformation depends on the composition, heat

Parent Phase Martensitic Phase
Phase Symbol Structure Phase Symbol Structure
A2
B (BCC Disordcred) B’ 9R
DO, ' o 6R
B (BCC Ordered- B’ 18R
! Fe,Al type) 'Yl' 2H
1
B2 o, 3R
B, (BCC Ordered- B,/ 9R
CsCl type) z .

Table 1.4.1:  Various parent and martensitic phases which have been observed in Cu-Zn-Al
and other copper based alloys [Delaey et al. 1981].
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treatment, and in some cases the loading direction [Sakamoto et al. 1979,
Novak et al. 1997].

1.5 CHARACTERIZATION OF MT'’s

1.5.1 DIFFERENTIAL SCANNING CALORIMETRY

Although there has been a recent debate [Humbeeck and Planes 1996,
Morris and Lipe 1996] over the interpretation of differential ~ scanning
calorimetry (DSC) results, DSC still remains the most reliable technique for
determining martensitic transformation temperatures. The DSC curves yield
explicit results on the transformation start and finish temperatures (figure
1.3.1). The general theory behind DSC curves is that heat is gained or lost
during the respective forward and reverse martensitic transformations.
Following the cooling curve on figure 1.3.1, the heat loss is constant until the
martensite start temperature, M,. At this point the heat loss from the sample
decreases significantly as the transformation to martensite proceeds. When
the temperature reaches the martensite finish temperature, M, the
transformation to martensite is complete and the heat loss becomes constant
again. The transformation back to the parent phase upon heating is similar,
except that heat loss increases instead of decreasing. In addition the
transformation temperatures are commonly referred to as the austenite start,
A, and finish, A, temperatures. The term austenite should be replaced by
parent for shape memory alloys, however austenite is commonly used since
it was the first observed parent phase of a martensitic transformation.

There are several important points relating to DSC that will be
mentioned here. The first is with regards to the determination of
transformation temperatures. Although the DSC is rather sensitive, it is not
practical to define the macroscopic transformation temperatures at the exact
point where the heat loss changes. The method which is universally accepted
to characterize the onset or completion of the transformation is the

intersecting slopes method (figure 1.5.1). In the slopes method two lines are
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drawn, one parallel to the steady state heat loss and one parallel to the quasi-

steady state heat loss in the peak. The intersection of these slopes is defined as

o

Heat Loss
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Figure 1.5.1:  Intersecting slopes method used to determine transformation temperature from a
DBC curve.

the transformation temperature. In addition to defining the transformation
temperature correctly, it is also important to control the heating and cooling
rate of the sample. If the samples are heated too fast then the peak will be
very sharp, and the transformation temperatures may not be well delined. In
addition, slow heating and cooling (about 10 - 20 °C/min) assures that the
transformation is actually occurring athermally. If it is not an athermal
transformation, then heating/cooling too fast will mask the possible
isothermal (time dependent) nature of the transformation. Finally, it is
crucial to have a sample of sufficient mass (about 100 mg). Otherwise the

peaks will be too small and very hard to quantify.

1.5.2 CONSTRAINT CYCLING

If the only available equipment is a uniaxial test machine and a cooling
device, then there is a thermo-mechanical technique which can be utilized to

determine transformation temperatures [Hodgson et al. 1990]. The technique

is performed as demonstrated in figure 1.5.2: First a uniaxial specimen is
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stressed to a known elastic stress level, and the temperature is slowly
decreased. When the transformation starts, the strain levels begin to increase
as the martensite plates form in accordance with the applied stress. When the
measured strain saturates, the transformation is complete, and the specimen
can be re-heated to determine the austenite transformation temperatures.
The temperatures obtained with this technique are slightly offset compared to

the temperatures obtained with DSC curves since the applied stress alters the
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Figure 1.5.2:  Transformation curve for a specimen under constant load and subjected to a
fluctuating temperature.

transformation driving force. Thus to obtain “pure” transformation
temperatures, the effect of the applied stress must be pre-determined. The
four traditional transformation temperatures are defined on figure 1.5.2. As
in the DSC plots (figure 1.3.1), the transformation temperature should be
extrapolated by the method of intersecting slopes (figure 1.5.2).

1.5.3 RESISTIVITY

Historically the oldest technique, electrical resistivity versus
tcmperature plots can be used to characterize transformation temperatures for

martensitic transformations. However, as classical as the technique may be, it
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is not the preferred characterization method used today. Figure 153 is a
schematic of a typical resistance versus temperature curve for a specimen
undergoing a martensitic transformation. Although a trained researcher may
easily recognize peaks and changes in slope as transformation temperatures,
is often difficult to ciearly define the temperatures. Additionally, thermal
cycling often changes the curves within a few cycles, making interpretation
difficult.

Ms

o

Electrical Resistivity

Y

Temperature

Figure 1.5.3:  Typical schematic of resistivity as a function of temperature for a material
undergoing a martensitic phase transformation.

1.54 ACOUSTIC EMISSION

Although it is not the most universally accepted or applied technique,
martensitic transformations can be monitored by acoustic emission.
Amengual and colleagues [1988] have determined that large amplitude
acoustic bursts occur during interface movement (growth of martensite) in
the parent phase. Although the bursts were primarily used to follow the
motion of the martensite interface, it is clearly possible to use the results to
determine transformation start and finish temperatures. With good acoustic

emission equipment it is theoretically possible to determine “actual”
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transformation temperatures more accurately than with other techniques.
This is due to the fact that the acoustic emission technique monitors the

transformation microscopically rather than macroscopically.

1.6 HEAT TREATMENT OF SMA'’s

1.6.1 NiTi

Shape memory alloys such as NiTi are commonly heat ‘treated to
optimize thermo-mechanical shape memory properties. In some cases heat
treatment is used to simply alter the martensite start temperature, while in
others it is used to promote a pre-martensitic phase such as the R-phase. For
example, the R-phase is advantageous in thermal actuators due to its low
transtormation temperature hysteresis. At any rate, it is important to
understand the effect of different heat treatments on the thermo-mechanical
behavior of NiTi. However, despite the obvious relevance, the effect of heat
treatment on the stress-induced martensitic transformation has sparked only
minimal research interest.

In most cases, the heat treatment of near equiatomic NiTi shape
memory alloys is classified as a solutionizing and subsequent aging
(precipitation) heat treatment. To obtain a solid solution, the solutionizing
heat treatment is commonly conducted at 1000 °C for about an hour and
followed by an ambient (20 °C) water quench. If the alloy is Ti rich the
solutionizing temperature should not be above 984 °C, while for Ni rich
alloys the temperature should not rise above 1118 °C. The previous
restrictions prevent the possible melting of any Ni-Ti constituents, with low
melting lemperatures, that are near the equiatomic NiTi phase field. It
should also be noted that due to the poor oxidation resistance of NiTi alloys at
high temperatures, heat treatments of sufficient magnitude (T > 500 °C, t > 2
h) must be carried out in a vacuum furnace or in evacuated quartz tubes.

The precipitation processes of Ni rich NiTi alloys as functions of time

and temperature are well documented [Beyer et al. 1986, Nishida et al. 1986].
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Conversely, the underlying precipitation processes in Ti rich alloys have not
been documented even though several aging studies have utilized Ti rich
alloys [Ishida et al. 1995, Thoma et al. 1995, Mertmann 1995, Filip and
Mazanec 1995]. At any rate, it is appropriate here to briefly discuss the
different precipitation processes involved in Ni rich NiTi alloys. The
processes are divided into three separate temperature ranges, and in each
range there exists unique quasi-steady state precipitates. The temperature
ranges and respective precipitate reactions are given in table 1.6.1. The
timescales given for the reactions indicate the approximate point where the
new phase begins precipitating at the noted temperatures. It should also be
mentioned that the processes in table 1.6.1 were discovered for a Ti - 52at%Ni
alloy. If the Ni content is slightly less than this (i.e. 51at%Ni), the reactions
will be similar but the timescale may differ considerably. As the Ni content

approaches 50at%, the precipitation processes at a given temperature may

Temp. Range: T < 680 °C timescale @ 600 °C

NiTi + Ti;Ni, (Ti,Niy,) -> NiTi + Ti,Ni, + Ti,Ni, -> NiTi + Ti,Ni, + TiNi,

.1 hours -> 16 hours -> 9000 hours
Temp. Range: 680 °C < T < 750 °C timescale @ 725 °C

NiTi + Ti,Ni, (Ti,,Nig) -> NiTi + Ti;Ni, + TiNi, -> NiTi + TiNi,

.25 hours -> 100 hours -> 900 hours

Temp. Range: T > 750 °C timescale @ 775 °C

NiTi  ->  NiTi + TiNji,

Chours -> 10 hours

Table 1.6.1: Precipitation reactions in a Ti - 51.96 % Ni shape memory alloy. The processes
will be similar in less Ni rich alloys, however, the reactions may be considerably slowed
[Nishida et al. 1986].
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become drastically slower, and in the limiting case they will not occur
without composition gradients in the solid. In addition, if the temperature
within a region is dropped below or above the cited temperatures, then the
timescale of the reaction will also shift depending on the TTT curves [Nishida
et al. 1986].

Following table 1.6.1, in the high temperature region, it is clear that
equiatomic NiTi exists for about 10 hours. At this time, TiNi, particles
become measurable, and upon further aging, the particles simply coarsen

until compositional equilibrium is reached. In the mid temperature range,

As quenched: T1 - 51at%Ni [Bataillard et al. 1995, Nishida et al. 1988]

[ Trans. A, A, M M, R R

5 s

[ Temp. -40 °C -10°C | -70°C [ -100°C | -40°C -60 °C

As quenched: Ti - 51at%Ni [Stroz ct al 1988]

Trans. A, A, M M, R R,

5 -3

Temp. -32°C 6°C -40°C -65°C | notobs. | not obs.

As aged 1 hour @ 500 °C: Ti - 51at%Ni [Nishida et al. 1988]

Trans. A, A, M M, R R,

5 s

Temp. -10°C 10°C =30 °C -50 °C ~5°C ~6.5°C

Table 1.6.2: Transformation temperatures of Ti - 51 at% Ni alloys as-yuenched and

quenched-aged. The as quenched and quenched-aged transformation temperatures of Ti - 52 at%
Ni alloys are similar [Xie et al. 1989].

Ti,Ni, platelets begin to precipitate after about .25 hours. After nearly 100
hours, TiNi, particles begin to form at the expense of the coarsened Ti,Ni,
platelets. Once 900 hours have passed, the equilibrium TiNi, particles
dominate the microstructure as the precipitated phase. In the low
temperature region, almost immediately upon heating (.1 hours),

widmanstatten like lenticular 1i;Ni, particles can be observed in the
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microstructure. However, after about 16 hours, Ti,Ni, platelets begin to form
in conjunction with the Ti,Ni, particles. Nearly 9000 hours later, the Ti,Ni,
particles are completely dissolved, and the formation of the equilibrium
constituent (TiNi;) begins. It is expected that it will take an extremely long
time to completely dissolve the Ti,Ni, platelets at this low aging tempecraturec.

The respective transformation temperatures for the aged and as
quenched (as solutionized) conditions are given in table 1.6.2. It is interesting
that in some studies researchers have not observed the R-phase
transformation [Stroz et al. 1988] while in others [Bataillard et al. 1995,
Nishida et al. 1988] the R-phase was clearly observed. This discrepancy may be
caused by the misinterpretation of DSC curves, or to the blending of
transformation peaks due to excessively high heating rates in the DSC. At
any rate, Bataillard and Nishida produce results which are essentially in
agreement. In the aged condition, the various precipitates in the NiTi matrix
have unique effects on the temperature induced transformation behavior of
NiTi shape memory alloys. In general the precipitated particles do not
transform themselves, but rather they act as nucleation sites for both
martensitic and pre-martensitic transformations. However, Nishida and
Wayman [1986] have noted that Ti,Ni, precipitates do undergo a orthorombic
-> monoclinic transformation.

There have been several quantitative studies on the effect of aging on
the transformation characteristics and temperatures of NiTi alloys [Nishida
and Wayman 1988, Stroz et al. 1988, Xie et al. 1989 and 1990, Wu et al. 1994,
Bataillard and Gotthardt 1995, Treppman et al. 1995, Sadrnezhaad et al. 1997].
All of the aforementioned aging studies-have concentrated their work in the
low temperature region (table 1.6.1: T < 680 °C), and the results are
summarized below. For very short aging times (.1 hours) the martensite start
temperature  slightly increases as the aging temperaturc increases.
Additionally, the incommensurate (cubic distortion) phase transformation
occurs at around -20 °C for low aging (T < 300 °C) temperatures and at about

20 °C for relatively high aging temperatures (680 °C > T > 300 °C). At some
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aging temperatures (400 °C and 500 °C), the R-phase transformation appears
after only .1 hours of aging. For very long aging times (30 hours) the
martensite transformation temperatures still increase with increasing aging
temperature, but to a greater extent. For long aging times, high aging
temperatures also decrease the martensite transformation temperature
hysteresis. At aging temperatures greater than 500 °C the R-phase
transformation also appeared after prolonged aging.

Much of the work in the literature has concluded that intermediate
aging times (about 1 hour) optimize various shape memory properties. At
these intermediate aging times there exists several unique transformation
characteristics. For example, upon aging for 1 hour @ 500 °C the
commensurate R-phase transformation (R, ~ 5 °C) appeared in addition to the
incommensurate distorted cubic phase (T, ~ 25 °C) and the martensitic phase
(M, ~-30 °C). Although the transformation temperatures may differ slightly,
the previous statement holds true for both Ti - 51at%Ni alloys [Nishida et al.
1988] and Ti - 52at%Ni alloys [Xie et al. 1989]. The “three step” transformation
(parent phase -> distorted cubic phase -> R-phase -> martensitic phase) has
also been observed by Bataillard and colleagues [1995] for aging treatments of
-5 hours @ 500 °C on Ti - 51.14at%Ni. The transformation temperatures for
the “common” 1 hour @ 500 °C heat treatment are included in table 1.6.2. It is
also interesting to note that the reverse transformation back to the parent
phase normally occurs in a single peak. The temperatures obtained by the
above thermal treatment are sensitive to composition. In general, the
martensite and austenite transformation temperatures decrease with
increasing Ni content, while the pre-martensitic transformation temperatures
remain nearly the same [Honma 1986]. If the alloy reaches a composition
where it becomes Ti rich then its martensite start temperature will be well
above room temperature, even in the solutionized state [Filip and Mazanec
1995].

The effect of precipitation on the thermo-mechanical behavior of NiTi

has been studied to a limited extent. Honma [1986] and Kaneko et al. [1993]
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have both concluded that aging heat treatments of 400 °C to 500 °C for one
hour dramatically increase the shape change attainable in the two way shape
memory effect. The increase is primarily attributed to the formation of
favorably oriented precipitates during constrained aging. Ishida and
colleagues [1996] have concluded that fine Ti,Ni, precipitates (about 100 nm)
in thin foils increase the critical stress for inducing slip, the recoverable shape
memory strain, and the thermal hysteresis. If the particles are allowed to
coarsen considerably, then the recoverable strain becomes more sensitive to
the matrix composition.

Chumlyakov et al. [1996] have determined the effect of fine Ti,Ni,
precipitates (100 nm) on mechanical behavior of NiTi single crystals.
Precipitates in Ti - 50.6at%Ni and Ti - 52at%Ni crystals has been shown to
weaken the orientation dependence of the shape memory effect and the
inherent tension-compression asymmetry of the crystals. In aged alloys, they
also observed increased pseudoelastic strains at the expense of smaller
recoverable shape memory strains. Finally, crystals aged at low temperatures
(1 hour @ 300 °C ) showed an increase in the stress level necessary to induce a
transformation, while crystals aged at higher temperatures (1 hour @ 500 °C )
showed a decrease in the stress level necessary to induce the transformation.
This effect is clearly due to the fact that the former treatment acts as a local
stress relieving (annealing) treatment while the latter is a balance between a
local stress relieving treatment and a local stress raising (precipitation)
freatment. Stress raisers in NiTi act as nucleation site for martensite, and
thus lower the critical transformation stresses.

The effect of work hardening before aging has been studied by several
researchers [Todoroki and Tamura 1987, Abujudom et al. 1990, Legresey et al.
1991, Filip et al. 1991, Thoma et al. 1995, Filip and Mazanec 1995]. It has been
determined that cold work prior to aging decreases the martensite and
austenite transformation temperatures and increases the R-phase
transformation temperature. In other words, cold work suppresses the

martensitic transformation and promotes the R-phase transformation. The
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suppression of the martensitic phase is due to an increased dislocation density
which prevents interface motion [Filip et al. 1991 and 1995]. Conversely, the
promotion of the R-phase is due to it's ability to replace slip in the NiTi alloys
[Filip et al. 1991 and 1995]. If the aging temperature is too high (T ~ 700 °C)
then the cold work effects are sometimes nullified. To obtain a high
sensitivity of transformation temperatures upon subsequent aging, the
magnitude of precursory cold work should be around 7% to 9%. Cold work
reductions exceeding 25% may suppress all phase transformations in NiTi.
As a final note, the stress induced transformation is also triggered at higher
stresses and proceeds with a steeper transformation slope in an alloy which

has been cold worked prior to aging [Filip et al. 1991 and 1995].

1.6.2 Cu-Zn-Al

The heat trcatment of Cu-Zn-Al differs considerably from the thermal
treatments in the NiTi system. Since the heat treatment of Cu-Zn-Al alloys is
very dependent on composition, the purpose here will be to provide a general
discussion on heat treatment, not to document exact heat treatments.
Common heat treatments which are incorporated to obtain specified stable
transformation temperatures, for a given composition, are available in the

literature. There are three different parent phases in Cu-Zn-Al (figure 1.4.1),
one disordered high temperature phase B (A2) and two meta-stable ordered
low temperature phases, , (D0,) and B, (B2). The existence and stability of

these phases, along with the precipitation of the stable o, or v, phases, are the
major issues related to the heat treatment of Cu-Zn-Al alloys.

The first issue related to the heat treatment of Cu-Zn-Al alloys is the
betatizing temperature and time. The betatizing temperature is similar to the

solutionizing temperature in aged alloys because it is followed by a quench to

avoid precipitation of other stable phases. In Cu-7Zn-Al the precipitation of o,

or 7y, phases alter the local matrix composition and hence have considerable
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effects on the transformation behavior of the alloy. In general, @, lowers the

transformation temperatures while v, raises them [Delaey et al. 1981]. With
increasing betatizing temperatures (650 °C - 950 °C) and soak times (.15 - 1
hour), the transformation temperatures are observed to increase as much as
10 °C [Wu 1990]. The transformation temperatures are also extremely
sensitive to quenching rate. If the quench rate is too slow then the
martensitic phase transformations in Cu-Zn-Al will be completely suppressed
by precipitation of o, or y, [Wu 1990].

After quenching the transformation temperatures in Cu-Zn-Al are
extremely unstable. In general they may increase nearly 20 °C when exposed
to ambient air for less than an hour [Wu 1990]. Unfortunately the
transformation temperatures are even more unstable when exposed to low or
intermediate aging temperatures (200 °C - 400 °C). In this region, changes in
transformation temperatures on the order of 100 °C are common [Wu 1990].
Due to this instability in transformation temperatures, a great deal of work
has been done on the “stabilization” of Cu-Zn-Al martensite. Even though
there has been excessive research on the stabilization of martensite, the effect
is still not completely understood [Wu 1990]. One method, which has been
successfully used to stabilize the martensite transformation temperatures is
called “step quenching”. To perform step quenching, the quench is
interrupted at a typical aging temperature and held there for about an hour.
After the hold period, the specimen is quenched to the ambient temperature.
The advantage of step quenching over traditional quenching and aging
appears to be related to the disposal of ultra-low quenching temperatures
(these create possible quench distortions and cracks) and the time saved in re-
heating to a subsequent aging temperature.

If quenching and subsequent aging is favored, then it is important to
note that in Cu-Zn-Al alloys, both the parent and martensitic phase are
metastable, and thus demonstrate aging effects [Dunne and Kennon 1981, Wu

1990]. Nevertheless, some recent research has concluded that aging in the
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parent phase has little effect on transformation temperatures [Nakata et al.
1993]. Atany rate, depending on composition, a Cu-Zn-Al alloy may exist in
the martensitic phase or in the parent phase after quenching [Dunne and
Kennon 1981]. If the parent phase results after quenching, the transformation
temperatures will change during exposure to high temperatures (T > 120 °C).
The reason for the change has been debated over the last 15 years, but one
theory that is shared amongst several researchers [Dunne and Kennon 1981,
Lu and Cao 1986] is based on the decomposition of the B2 phase into the D0,
phase. Although the DO, phase is expected upon quenching to room
temperature, quenching suppresses the formation of D0, phase in favor of the
B2 phase. After heating the alloy quickly transforms to the D0, structure, thus
changing the transformation temperatures [Dunne and Kennon 1991].

If the martensitic phase exists after quenching, then a similar
decomposition occurs but between the martensitic B2 phase (9R) and the DO,
phase. This transformation presents an irreversibility problem since the
martensitic and parent phases do not “match”. In some alloys, the
martensitic phase may not transform at all upon heating since it’s parent
phase is B2 and the DO, parent phase is the thermodynamically favored phase.
One way to overcome this problem is to step quench. This assures that the
martensitic phase formed upon cooling primarily consists of 18R martensite
(formed from the DO, parent phase) versus 9R martensite (formed from the

B2 parent phase).

17  THERMO-MECHANICAL BEHAVIOR OF NiTi AND Cu-Zn-Al

1.7.1 STRESS INDUCED MARTENSITE

For nearly 75 years [Bain 1925] it has been known that the martensitic
transformation in some alloys can proceed by a change in temperature or
applied stress state. It has been clearly demonstrated that shape memory
alloys such as NiTi [Wasilewski 1971] and Cu-Zn-Al [Nishiyama and Kajiwara
1963, Barcelo et al. 1979] fall in the class of alloys which demonstrate this

24



behavior. In thermodynamic terms, stress and temperature are referred to as
the “state variables” which control the transformation. This is because a
change in either stress or temperature alters the driving force for the
transformation (the free energy difference between the parent and martensitic
phases). It is common practice to construct a stress versus temperature phase
diagram which indicates the phases associated with the martensitic
transformation (figure 1.7.1).

In general there are three regions to the diagram. At temperatures

below the martensite start temperature the material exists in the martensitic

Stress, ¢

MARTENSITE

PARENT PHASE

Temperature, T

Figure 1.7.1:  Stress and temperature phase diagram for materials which undergo martensitic
transformations.

state under no applied stress. If stress is applied to a material which already
exists in the martensitic state, the martensite plates will reorient and coalesce
in favor of the applied stress state. The reorientation will occur at a relatively
low stress level (note the dashed line on figure 1.7.1). At very high

temperatures the applied stress state generally cannot trigger the
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transformation prior to causing excessive plasticity in the parent phase. In
this case, the dislocation pileups and plastic strain gradients in the parent
phase locally nucleate the transformation. Generally this type of
transformation is deemed “strain-induced” (figure 1.7.1). If the temperature
is raised high enough (to the deformation induced temperature limit, M,),
then the transformation will never occur. Since the temperature is extremely
high, the free energy difference between the phases is so large that even
localized plasticity cannot trigger the transformation. The highly localized
plasticity in the high temperature case will most likely fracture the specimen
before any significant transformation occurs.

In the mid-temperature range, the transformation is “purely” stress
induced. In other words, it is in this region where the formation of
thermoelastic martensite occurs by the action of an applied stress at any given
temperature. This temperature realm is classically called the “stress-induced
martensite temperature range”.  The slope of the stress induced
transformation phase boundary in the stress-induced martensite temperature

range is often modeled using a Clausius-Clapeyron equation:

ds  AH

= [Wollants et al. 1979] 1.7.1
dT  T,AV
do = AH [Otsuka et al. 1976] 172
dT  Te,

In the above equation, ¢, is the uniaxi_al transformation strain due to the
applied stress and AV is the volume change caused by the transformation.
Additionally, AH is the enthalpy of the transformation, and T, is the
equilibrium temperature: T, =%—(MS+A3}. Unfortunately, the meaning of T
in Otsuka’s equation is slightly unclear. They are attempting to forward an
equation which predicts a straight line in stress-temperature space, however,

the slope shows a dependence on T. In Wollants equation there is also a
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discrepancy with the AV term. The volume change upon transformation is
always positive or negative regardless of the applied stress level. However,
under compressive load the slope predicted by equation 1.7.1 must be
negative. At any rate, equations 1.7.1 and 1.7.2 qualitatively predict that the
phase boundary between the parent phase and the martensite is a straight line
in stress-temperature space, which is consistent with experimental

observations.

1.7.2 PSEUDOELASTICITY

Pseudoelasticity (superelasticity) was first discovered a year after the
shape memory effect was observed [Reynolds and Bever 1952]. However, it
was some time before pseudoelasticity was completely understood, and it
even took over 25 years before a universal term for the behavior was accepted
[Otsuka et al. 1979]. Much of the work which has laid a foundation for the
current understanding of pseudoelasticity was performed on Cu-Zn-Al single
crystals [Schroeder and Wayman 1979, Otsuka and Shimizu 1986]. These
fundamental studies demonstrated that pseudoelastic behavior was a result of
a reversible stress induced martensitic transformation (figure 1.7.2). They also
demonstrated that the recoverable pseudoelastic strain magnitude is
dependent on the temperature and level of strain generated. Recently,
pseudoelasticity in NiTi has also been extensively studied as a function of
temperature and strain level [Tobushi et al. 1993].

Figure 1.7.2 is a schematic diagram of pseudoelasticity as caused by a
stress induced martensitic transformation. Of course, pseudoelasticity
primarily occurs in stress-induced martensite temperature range (figure 1.7.1).
Upon loading the parent phase transforms to martensite and demonstrates a
linear hardening behavior in stress-strain space. After unloading, the large
transformation strains (sometimes up to 10%) are recovered. This elastic-like
recovery of strains is the reason for the term “pseudoelasticity”. From figure

1.7.2 it is clear that the reverse transformation does not occur immediately

27



upon unloading. This dissipation is often attributed to the interfacial energy
(friction) required to create new austenite interfaces or remove existing
austentie and martensite interfaces. There may also be some dissipation due
to small amounts of plastic flow. However, the interfacial friction has been

determined to dominate the dissipation. It should be noted that
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Figure 1.7.2.  Schematic diagram of pseudoelasticity.

pseudoelasticity can also occur as the result of a martensite to martensite
transformation [Otsuka and Shimizu 1981] or as a result of martensite
reorientation. In the case of multiple martensite transformations, there will
be several stress-strain plateaus depending on the number of martensitic
transformations in Cu-Zn-Al or pre-martensitic transformations in NiTi.
When pseudoelasticity occurs by martensite reorientation it is sometimes
called ferroelasticity or rubberlike behavior. Currently it is accepted to simply

call the phenomenon pseudoelasticity by martensite reorientation.

1.7.3 SHAPE MEMORY EFFECT

Shape memory alloys owe their name to the infamous shape memory

effect. The shape memory effect (also called the one-way shape memory
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effect) refers to the ability of a material to remember its original unreformed
shape. Following figure 1.7.3, a stress is applied to a sample in the martensitic
phase. When the critical stress for martensite reorientation and coalescence is
reached, the sample macroscopically deforms. Upon unloading there exists a
large unrecovered strain. However, if the sample is subsequently heated
above it's austenite start temperature, then the strains are recovered via a
transformation back to the parent phase [Wayman 1981]. Two pre-cursor
steps are crucial in the development of the shape memory effect: 1. The
original shape of the specimen must be decided while the material exists in
the parent phase, 2. The material must be cooled to form thermally induced
martensite with little or no macroscopic shape change. At this point the

specimen can be stressed and the shape memory effect can be observed (figure
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Figure 1.7.3:  Schematic diagram of the shape memory effect.

1.7.3). The ability of the material to remember the exact ordering of it's parent
phase, even from a reoriented (deformed) martensitic phase has been studied

extensively from a crystallographic point of view [Wayman 1981]. It should
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also be noted that the shape memory effect has been observed in the casge of
stress induced martensite that is “held” in a meta stable state. In these cases
there is either more accommodating plastic deformation in the matrix, or the
test temperature is in between the martensite and austenite start

temperatures.

1.74 TWO-WAY SHAPE MEMORY EFFECT

The two way shape memory effect is not an inherent characteristic of
shape memory alloys [Delaey et al. 1974]. To obtain the two way shape
memory effect a particular thermo-mechanical treatment must be performed
on the specimen. The two way shape memory effect has strong applications
in actuator sciences, thus it has been a strong focus of current research efforts.
The macroscopic behavior of the two way shape memory effect is
demonstrated in figure 1.7.4. As expected, upon cooling the specimen
transforms from the parent phase to the martensitic phase, and after heating
the specimen transforms back lo the parent phase. However, in the case of

the two way shape memory effect, the thermally activated transformation is
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Figure 1.7.4:  Schematic diagram of the two-way shape memory effect.
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associated with a macroscopic shape change. The shape change is “trained”
into a sample by creating favorable nucleation sites for the transformation
through a repeated thermo-mechanical treatment. These sites result in the
formation of a small number of martensite variants which transform in a
way similar to stress-induced martensite variants. This leads to an
accompanying macroscopic “shape” strain under repeated thermal cycling
[Delaely et al. 1974].

1.7.5 MECHANICAL FATIGUE

Whenever a shape memory alloy component is subjected to a series of
repetitive loads, mechanical fatigue must be considered. Loads are applied to
shape memory alloy components in order to obtain pseudoelasticity or the
shape memory effect. In the first situation, a stress-induced martensitic
transformation occurs, while in the latter one, a pre-existing martensite
structure is reoriented. Although martensites in shape memory alloys are
thermo-elastic in nature, plastic deformation always accomparues the
transformation to some degree. As expected, the accompanying plastic
deformation leads to fatigue. It should be noted that in the traditional sense,
the “fatigue life” of shape memory alloy components is high compared {o
their “yield strength”. This is due to the fact that the “yield strength” of shape
memory alloys is simply a critical transformation stress level, not a stress
level which induces damaging plastic deformation. However, in the case of
shape memory alloys, researchers are less concerned with the “fatigue life”
per se. In most cases the degradation of shape memory properties (i.e.
recoverable strain levels) is the primary concern. However, it does follow
that an increase in the “fatigue life” of an alloy leads to an increase in the
“stability of recoverable strains” since both are artifacts of plastic deformation.

In both NiTi [Miyazaki et al. 1986, Sade and Hornbogen 1988] and Cu-
7Zn-Al [Sade et al. 1985] it has been demonstrated that mechanical cycling

decreases the magnitude of recoverable pseudoelastic strains. The level of
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degradation is a function of several variables [Sade et al. 1986]: heat treatment,
surface condition, crystallographic orientation, test frequency, stress
amplitude, test temperature, and stress state. Miyazaki and colleagucs [1986]
have used thermo-mechanical treatments to improve the stability of
recoverable pseudoeclastic strains in NiTi. In Cu-Zn-Al, grain-refinement
techniques have been used to improve fatigue life and thus increase the
stability of recoverable strains [Jansses et al. 1982]. The effect of cycling on
pseudoelasticity by martensite reorientation or “rubberlike behavior” has
been studied in Cu-Zn-Al [Ahlers and Barcelo 1979]. They determined that
mechanical cycling lowered the critical stress level which triggers
reorientation, and increased the reorientation stress-strain slope.

Recently work has been completed on the fatigue life of NiTi using a
traditional rotating bending apparatus [Tobushi et al. 1997]. Consistent with
other studies, this study indicates that the higher the test temperature, the
lower the fatigue life. However, the study also concludes that the fatigue life
of the NiTi is highly dependent on the resulting phase formed during cycling.
Cycling through the R-phase transformation leads to a fatigue life of about 10
million cycles. However, cycling through the full martensitic transformation
greatly decreases the fatigue life, depending on the applied strain level. For
example, at 2% strain, the fatigue life is about 2000 cycles at room

temperature.

1.7.6 THERMAL FATIGUE

Thermal fatigue occurs because of cyclic plastic strains which are
induced by cyclic changes in temperature. To obtain plastic deformation in
the absence of applied loads, the material of interest must have either a
heterogeneous temperature or microstructural distribution which generates
internal stress fields. To obtain a heterogeneous temperature distribution a
component must be subjected to local heat sources or be rapidly heated or

cooled exclusively at the specimen surface. A heterogeneous microstructure
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can exist in the case of a polycrystalline body or a material with second phase
microstructural constituents. In the case of shape memory alloys, thermal
fatigne can occur due to the polycrystalline constraint or second phase
constituents (martensites). When a polycrystalline shape memory alloy is
heated, the adjacent grains attempt to expand different amounts depending
on the crystallographic orientations of the grains. Since compatibility holds
the grains together, a temperature dependent internal stress field is created,
and the polycrystalline alloy is subjected to thermal fatigue. In the case of
martensite formation, the iniernal stress field is created by a lack of pure
“thermo-elastic” martensite formation along with thermal expansion
coefficient mismatch between the martensite and the parent phase. In either
case the end result is plastic deformation, thermal fatigue, and a subsequent
degradation in shape memory properties,

In shape memory alloys, thermal fatigue is a problem during both the
one way or two way shape memory effects. In both situations, the
temperature is cycled in order to transform a component form the parent
phase to the martensitic phase and vice versa. In NiTi Tamura and
colleagues [1986] have extensively studied the effect of thermal cycling on the
transformation behavior during the two way shape memory effect. They
concluded that after 10,000 cycles the recovering force decreased between 5%
and 40% depending on the constraint strain level and test temperature. It was
also observed that the recovering force decreased much less when the
temperature was cycled through the R-phase transformation compared to the
martensitic transformation. For the R-phase transition, a linear decrease in
the recovering force with the number of cycles was observed while no such
relationship was observed for the martensitic relationship. However,
although recovering forces due to the martensitic transformation are less
stable during thermal cycling, the attainable forces are higher. It should be
noted that the above research applies to the two-way shape memory effect.

However, the degradation of shape memory properties due to thermal cycling
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has also been observed for the one way shape memory effect [Furuya et al.
1992].

The thermal fatigue behavior of Cu-Zn-Al is much more complicated
due to martensite stabilization issues (see section 1.6.2). Aside from
stabilization problems, the mechanisms of thermal fatigue in Cu-Zn-Al are
similar to NiTi. Because of this similarity, thermal fatigue of Cu-Zn-Al will
not be covered here. However, there exists recent work on the topic which
may be sought after for a deeper understanding of the topic [Thumann and
Hornbogen 1988].

1.7.7 STRESS-STATE EFFECTS

There is a shortage of work on stress state effects. This gap in research
efforts is most likely due to the fact that the first large scale application of
shape memory alloys was in orthodontics [Andreason and Morrow 19781.
The small NiTi wires used in braces provided little motivation for the full
scale lesting of shape memory alloys under compression or even three
dimensional stress states. Currently, there are many new applications which
constitute the need for a more thorough understanding of stress state effects
on shape memory alloy stress-strain behavior.

The first researchers to note the dependence of stress-induced
martensitic transformations on the applied uniaxial stress state were Kulin
and colleagues [Kulin et al. 1952]. In this groundbreaking work it was
discovered that a higher compressive stress is needed to macroscopically
trigger a stress-induced martensitic transformation in steels. Only a year later
Burkhart and Read [Burkhart and Read 1953] extended this result to another
metal system when they found that the compressive stress at transformation
was significantly higher than the tensile stress at transformation in In-TI
single crystals. The first report of different tensile and compressive
transformation stress-strain curves for a common polycrystalline shape

memory alloy (NiTi) was by Wasilewski [Wasilewski 1971]. Since then there
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has been numerous studies which confirm that transformation in tension is
favored over compression in several shape memory alloy systems [Lieberman
et al 1975, Melton 1990, Vacher and Lexcellent 1991, Chumljakov and
Starenchenko 1995, Oregas et al. 1995, Jacobus et al. 1996). Additionally, it has
also been observed that the torsion transformation yield point is well below
the tensile point in NiTi [Melton 1990]. Nevertheless, in some alloy systems
researchers have found that the applied stress state has little or no effect on
the transformation behavior [Nakanishi et al. 1973]. In addition to this,
Sakamoto and his colleagues [Sakamoto et al. 1979] have observed that
compression is favored over tension in CuAINi single crystals. Recently
Novak et al. [1997] have studied the effect of tension/compression on CuZnAl
and determined that different martensitic phases form under tension versus
compression.

There are a limited number of experimental investigations which
consider the effect of multi-dimensional stress states on martensitic
transformations in shape memory alloys. There is some recent experimental
work on the bi-axial loading of shape memory alloys [Chu and James 1993].
However, this research does not clearly layout the differences in the
transformation stress-strain behavior caused by bi-axial and uniaxial loading
states. Most of the research on multi-dimensional stress states focuses on the
effect of pure hydrostatic pressure on martensitic transformation behavior.
This area of study was sparked by the work of Patel and Cohen some 40 years
ago [Patel and Cohen 1953]. Since then, it has been agreed on that hydrostatic
pressure alters M; in both steels [Nishiyama 1978] and shape memory alloys
[Kakeshita et al. 1988 and 1992]. In the above research efforts, the hydrostatic
pressure was ramped to a specified value, the temperature was cycled, and M,
was determined using resistivity-temperature curves. In the absence of an
applied effective stress, it was found that pure hydrostatic pressure decreases
M; for materials exhibiting a positive volume change upon transformation,
and increases M, for materials with a negative volume change. If the

pressure is large enough, then the transformation can be triggered without
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any effective stress, provided that the M, temperature is moving towards the
test temperature.

The effect of hydrostatic pressure on the effective stress level necessary
to induce the transformation can be explained in terms of a Clausius-
Clapeyron line in stress-temperature space. If pure hydrostatic pressure exists
before an effective stress is applied, then M, is altered and the Clausius-
Clapeyron line is uniformly shifted left or right in stress-temperature space.
However, regardless of the initial value of the hydrostatic pressﬁre, as an
effective stress is applied the hydrostatic pressure may increase, decrease, or
not change at all. The effect of hydrostatic pressure has been accounted for in
thermodynamically based transformation continuum yield criteria [Sun and
Hwang 1991, Boyd and Lagoudas 1996]. Furthermore, it has been shown that
the modified yield criteria can be used to develop a Clausius-Clapeyron line
with a hydrostatic stress dependent slope [Jacobus et al. 1996]. In either case,
hydrostatic pressure increases the effective stress necessary for transformation
in materials which have positive volume changes during transformation,
and decreases the effective stress necessary for transformation in materials
which have negative volume changes during transformation. Nevertheless,
when comparing some stress states, the macroscopic transformation behavior
follows the reverse of the above behavior [Jacobus et al. 1996]. This
inconsistency is caused by stress-state dependent crystallographic effects which
overshadow the dependence of the transformation behavior on the volume

change during the transformation [Patoor et al. 1995].

1.7.8 STRAIN RATE EFFECTS

In shape memory alloys the applied strain (stress) rate influences the
transformation behavior. For the most part, increasing the applied strain rate
widens the transformation hysteresis [Otsuka et al. 1976), increases the
transformation yield point [Mukherjee et al. 1985, Leu et al. 1993, Jacobus et al.

1995], and changes the shape of the transformation stress-strain curve
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[Mukherjee et al. 1985, Leo et al. 1993]. There are two fundamental
mechanisms which cause strain rate effects: (1) local temperature rises during
the “quick” loading of shape memory alloy specimens in the elastic regime,
(2) interactions between the nucleation and propagation of phase boundary
interfaces and test machine crosshead motion. The former effects have been
primarily observed in polycrystalline shape memory alloys specimens, and
the latter effects have been observed mostly on single crystals specimens.
However, it is clear that both effects might exist in either polycrystals or single
crystals depending on the specimen geometry (ability to transfer away latent
heat), applied strain rate, applied stress state, and alloy system.

The increase in the transformation vyield stress level due to local
temperature rises in the specimen is clearly explained using a Clausius-
Clapeyron equation (1.7.1 and 1.72). Equations 1.7.1 and 1.7.2 state that the
change in the critical transformation stress level over the change in
temperature is a positive constant. Thus, if the temperature is raised, and the
constant on the right hand side remains virtually the same, the critical
applied stress level must also increase. The interaction of the transformation
with the moving test machine crosshead has been studied by Otsuka et al.
[1976]. If the critical resolved shear stress required for nucleation is high and
the resulting interface propagation is must faster than the crosshead speed,
then the stress strain behavior exhibits upper and lower yield points as in
mild steels. In these cases, increasing the strain rate increases the
transformation slope and hysterisis since interface motion much match the
increased crosshead speed. This can only be accomplished by an increased
applied stress level. If the critical resolved shear stress required for nucleation
is low and the resulting interface propagation is must slower than the
crosshead speed, then the stress strain behavior exhibits a smooth yield point.
Since the interface motion is inherently slow, numerous variants must
nucleate throughout the specimen length in order to “match” the crosshead
speed. If the strain rate is increased, more variants must be activated to keep

up with the crosshead, and the same increase in stress levels is necessary.
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1.7.9 SINGLE CRYSTALS AND ORIENTATION DEPENDENCE

In engineering applications, polycrystalline samples are preferred due

Alloy (at%) Researcher Orientations Heat Treatments
[111]
Ti-50.45%Ni Chumlyakov As Quenched
1996-2 (100
1]
Ti-50.50%Ni Miyazaki Many As Quenched
1984 [100] [110] 1he400°C
[111] As Quenched
Ti-50.80%Ni Chumlyakov [321] 1h @ 400, 500°C
1996-2 [100] [110] 1.5h400, 15h500°C
[111] As Quenched
Ti-51.00%Ni Chumlyakov 1h @ 300 °C,
1995, 1996-2 (100] 500 °C
[111] As Quenched
Ti-51.30%Ni Chumlyakov [321] 1h @ 300 °C, 400°C,
1996-2,4 (100] 500°C
[
Ti-Ni-Mo Chumlyakov [321] As Quenched
1996-1,4 [100] [110]
Chumlyakov
Ti-Ni-Fe 1996-4 [100] Not Cited
[111)
Ti-Ni-Cu Chumlyakoy As Quenched
1996-3,4 [100) [110] As Oven Cooled

Table 1.7.1:  Sumunary of the experimental work on NiTi single crystals The times and
temperatures cited under heat treatments are aging treatments after quenching.

to their low cost and isotropic deformation behavior. However, the
mechanical behavior of single crystals is still of great interest to the research

community since single crystals allow for the intense study of the underlying
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deformation phenomenon. In the case of shape memory alloys, it has been
demonstrated that the transformation stress-strain behavior is dependent on
the applied stress state. For example, in polycrystalline NiTi and CuZnAl the
critical stress level required to trigger a perceivable transformation is always
greater in compression versus tension [Jacobus 1996]. In single crystals, the
transformation stress level depends not only on the applied stress state, but
also on the crystallographic orientation of the test sample [Miyazaki et al.
1984, Chumlyakov et al. 1995, 1996-1,2,3,4]. The microscopic transformation
behavior of single crystals and polycrystals only differs due to internal stress
and strain fields caused by crystallographic misorientations. In the simplest
case, the macroscopic deformation behavior of polycrystaliine materials can
be estimated by averaging the single crystal stress-strain response over all
possible orientations. With this, it is clear that studying the orientation
dependence of single crystal shape memory alloys can help explain stress-state
effects in polycrystalline shape memory alloys.

There have been several experimental studies which focused on the
orientation dependence of the deformation behavior of NiTi single crystal
shape memory alloys. Chumlyakov and colieagues have studied the tensile
and compressive behavior of aged and as quenched NiTi single crystals with
several compositions and alloying elements (table 1.7.1). In all of the alloy
systems listed in table 1.7.1 it has been found that aging time, orientation, test
temperature, and loading direction all have a profound effect on
transformation behavior. Most of the results from Chumlyakov’s papers are
qualitative, and it is appropriate here to summarize some of his findings. In
general, the [111] orientation deforms in a very ductile manner, with
extremely large transformation strains. Conversely, the [100] orientation is
very brittle, showing little or no evidence of transformation [Chumiyakov et
al. 1996-1]. The magnitude of ductility for a specific orientation increases at
test temperature is increased, while the recoverable pseudoelastic or shape
memory strain decreases [Chumlyakov et al. 1996-2]. In addilion, the critical

transformation stress level increases with increasing test temperature.
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The effect of different aging treatments on the transformation behavior
of NiTi single crystals is quite unique. For example, after some aging
treatments the R-phase transformation is observed, while in others it not
[Chumlyakov et al. 1996-2]. At any rate, Chumlyakov and colleagues have
concluded that intermediate aging temperatures and times (1-1.5 hour @ 400-
500°C) lead to a decrease in the orientation dependence of the critical
transformation stress level and a weakening of the tension-compression
asymmetry of any particular orientation. Additionally, intermediate aging
trcatments lead to the appearance of pseudoelasticity which is not observed in
as quenched crystals (they demonstrate shape memory properties). If the
crystals are overaged, then shape memory again replaces pseudoelasticity
[Chumlyakov et al. 1996-2]. Although the above results are extremely
valuable, it is still necessary to better “quantify” the orientation dependence of
NiTi single crystals. At this point it is not clear precisely what treatments are
“optimum” for which alloy compositions. Miyazaki et al. [1984] have also
studied the strain recoverability of Ti-50.5at%Ni single crystals subjected to an
aging treatment of 400°C for 1 hour. However, they have not mentioned that
any of the crystals tested demonstrated pseudoelasticity. Finally, it is also
important that the response of polycrystalline samples with the same heat
treatments is critically compared to the single crystal results.

There has also been some recent work on the mathematical modeling
of the transformation behavior of single crystal NiTi [Cizek 1989, Buchheit
and Wert 1994, 1996]. One of the latter models [Buchheit and Wert 1996] is the
most comprehensive since it considers both the parent to martensite
transformation ~ (the  phenomenological  theory of  martensitic
transformations), and reorientation (detwinning) effects. All of the models
do predict that the [111] orientation has the largest resulting transformation
strain. To obtain the largest transformation strain the [111] oricntation must
have a variant oriented with a Schmid factor larger than the other
orientations, thus resulting in the lowcst transformation stress level. This is

consistent with experimental observations. However, the mathematical
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models do not include the interaction between martensite formation and
accommodating plasticity. Crystallographic orientations which have a lack of
slip systems to accommodate the martensite formation may fail in a brittle
manner. Modeling of the transformation has also proved difficult since the

pre-martensitic R-phase transformation occurs after some heat treatments.

1.7.10 PHASE BOUNDARY MOTION

At the electron microscope resolution level, a martensitic
transformation  always proceeds through the propagation of a
parent/martensite interface [Saburi and Nenno 1986, Xu et al. 1995].
However, in some cases the transformation proceeds through a
“macroscopic” propagation of the parent/martensitic phase interface. This
type of transformation is commonly called phase boundary motion, and it has
been observed in NiTi polycrystals [Jacobus 1986, Shaw and Kyriakides 1997]
and single crystals [Chumlyakov et al. 1995] and in Cu-based single crystals
[Otsuka et al. 1976]. In polycrystals, macroscopic phase boundary motion
results in a stress strain curve which is characterized by a flat transformation
slope. In single crystals the stress strain curve usually demonstrates upper
and lower yield points and a very jagged transformation slope.

The occurrence of macroscopic phase boundary motion is also
dependent on the applied strain rate. At extremely fast strain rates the
macroscopic phase boundary motion may not occur due to the formation of
many parent/martensite interfaces [Otsuka et al. 1976, Shaw and Kyriakides
1997]. Additionally, most of the studies to date have focused on the tensile
stress states, thus it is not certain if phase boundary motion occurs under
compression. It is also interesting to note that phase boundary motion does

not occur in CuZnAl polycrystals under tension or compression [Jacobus et al.
1986].
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CHAPTER 2: EXPERIMENTAL TECHNIQUES

PREVIEW

Experimental techniques related to the preparation and mechanical
testing of shape memory alloy specimens are discussed. Miniature
polycrystalline and single crystal specimens were uniaxially loaded using a
small scale testing apparatus. The apparatus was also equipped with heating
and cooling sources in order to run tests at low and high temperatures. A
unique triaxial test machine was used to apply three dimensional stress states
to single crystal and polycrystalline samples. The preparation of samples for
microscopy was accomplished using mechanical, chemical, and electro-
chemical methods. The heat treatment of the alloys was performed in

evacuated quartz tubes.

21  SMALL SCALE TEST EQUIPMENT

The necessity of a small scale testing apparatus was due to the fact that
the single crystal specimens had to be cut (sometimes transverscly) from a
long cylindrical single crystal which was about 30 mm in diameter. The
mechanical test machine employed was a screw driven ATS run by a SOMAT
controller capable of running in stress, strain, or displacement control modes.
To properly measure the smail testing lvads, the ATS machine was equipped
with 1010-AF Interface load cell (2500 pound load limit). The setup of the
small scale testing device is shown in figure 2.1.1. At the top of the picture
the load cell (cylindrical shaped with bolts) is hardly visible, while at
the bottom of the picture, the light colored cylindrical actuator is clearly in
view. Directly connected to the load cell and actuator are Universal double
taper collet chucks. The collet chucks were incorporated to hold small scale

mechanical grips (figures 2.1.2 and 2.1.3) instead of connecting the small scale
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grips directly to the actuator and load cell. If the small scale grips were

Figure 2.1.1:  Picture of the small scale testing machine.

threaded directly to the load cell and the actuator, then the grips could not be
rotationally aligned with out depending on thread position for alignment.
Additionally, the double taper collets allow the collet chuck to effectively hold
the small scale grips designed to apply either tensile (figure 2.1.2) or
compressive (figure 2.1.3) loads.

The small mechanical grips are shown in figures 2.1.2 and 2.1.3. The
tension sample grips are designed to clamp and test a thin flat spccimen,
while the compressive grips simply crush a rectangular specimen. Both grips
were designed to be held at the bottom by a 7/16 inch collet so that they could
be used in any test machine that is already equipped with a cylindrical
specimen gripping system. The small scale grips were made from a 17-4
precipitation hardened stainless steel available from Jorgensen Steel. The
grips were machined in the annealed state and subsequently aged for 1 hour
@ 482 °C. The small grips were then air cooled to obtain a final average
Rockwell C hardness of about 44 (yield strength of about 1400 MPa).
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The basic design of the grips was adapted from various research reports
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Figure 2.1.2:  Small scale specimen grips used for tensile testing. The connecting clasp is not

show.

of the ASTM E-10 Committee on Nuclear Technology and Applications. In
the nuclear materials testing industry the specimens must be kept extremely
small (~ 3mm long) to avoid excessive human radiation exposure. The
primary concern of small scale testing is related to the alignment of the small
specimens. For lensile specimens, most researchers used pins to align the

specimens. Conversely, the compressive gripping systems were normally
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“self aligning” since the compressive blocks have more freedom than the

clamped tensile specimens. For the tensile grips, the pin/hole approach was
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Figure 2.1.3:  Small scale specimen grips used for compressive testing.

employed here. Looking at the bottom right view, in figure 2.1.2, the thin
specimens (figure 2.2.1) are placed flat on the face marked “rough surface”.
They are then lightly clamped in place with a square connecting block and

two bolts through the 3.2 mm holes. Before clamping, the specimens are held
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in place by a small pin placed through the 1 mm hole. At this point the
specimens are lightly loaded in the tensile direction. Since the pin hole is
aligned with the actuator axis, this preload assures proper alignment during
the final clamping of the specimen.

The strains in the tests are measured with a miniature extensometer
(MTS model 632.29F-20). Both the tensile and compressive grips were
designed to accommodate the miniature extensometer. In addition a Questar
QM-100 microscope is used to observe transformation fronts in situ via
surface relief phenomenon. The far end of the Questar microscope is visible
on the right side of figure 2.1.1. The microscope is kept approximately 3
inches from the specimen to obtain maximum contrast and resolution.
Notably, this is closer than the 6 inch distance which Questar claims is the
“minimum working distance.” To obtain high quality bright field images
from the optical microscope, it is crucial that the line of sight of the
microscope and the face of the clamped small specimen be perpendicular. To
accomplish this the microscope was placed in a fixed position and the collet
was loosened. With the microscope focused on the center of the tension or
compression specimen, the small mechanical grip was rocked through an
angle range near the perpendicular condition. The rotational position which
resulted in the largest light return (brightest viewing screen) was the desired
grip position. The small grip was kept in this position and the collet was
tightened. Then, the top grip was aligned with the secured bottom grip.

In order to run tests at different temperatures, the small scale test
apparatus was also accommodated with heating and cooling sources. The
heating source used here was water cooled induction heating coils. The coils
were circled around the bases of both collet chucks, and heat conduction
through the chucks into the specimen provided the heating source. Copper
tubes wrapped tightly around the connecting end of the collet chucks, and
around the clasps of the small scale specimen grips were used to cool the
specimens. Liquid nitrogen was passed through the tubes and both the collet

chucks and the small scale specimens were substantially cooled.
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2.2 SMALL SCALE SPECIMENS

The single crystal and polycrystalline NiTi specimens used in this study
are shown in figure 2.2.1. For compression tests it is feasible to use the square
blocks shown in figure 2.2.1 or to use thicker tension sample specimens. The

specimens were electrical discharge machined and one surface was
mechanically polished to a mirror finish (final polish: .5 um paste) to allow
for the in situ viewing of martensite surface relief phenomenon.

The preparation of single crystal specimens of different orientations
required unique preparation techniques (figure 2.2.2). The single crystal was
received from Tomsk University in Russia with a random orientation. The

orientation of the crystal was determined by using Kikuchi maps formed in
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Figure 2.2.1:  Small scale specimens designed for tensile or compressive loading,
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the scanning electron microscope (electron backscatter diffraction mode).
With the orientation information it was then possible to determine the angle
between the {1 -1 0} plane and the primary axis of the cylinder. Then,
multiple thin slices were made parallel to the {1 -1 0} plane. The slices were

12 mm thick for tension specimens and 5.1 mm thick for compression
[hk1} Random Orientation

Cut slice
Cut specimens

N,

[001] [111]

Single Crystal
— “— 30 mm

[110]

(

Figure 2.2.2:  Preparation of single crystal specimens of different orientations.

specimens. The {1 -1 0} plane is desired because it contains several
crystallographic orientations which respond drastically different under
applied loads: [001], [111], and [110]. Specimens of these three orientations
were subsequently cut out of the { 1 -1 0} slice as shown in figure 2.2.2. Each
slice produced two tension and ten compressive specimens (figure 2.2.1) of
the same orientation. It is also helpful to note that when the single crystal
specimens are etched (see section 2.4), visible “grooves” form along the [11 0]
direction. These grooves can be used as a secondary check of the

crystallographic orientation of the sample before testing.
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2.3  TRIAXIAL TESTING EQUIPMENT

An MTS servohydraulic test machine fitted with a unique high
pressure vessel was used for triaxial testing of single crystal and
polycrystalline shape memory alloy specimens. The schematic of the test
system is provided in figure 2.3.1. As figure 2.3.1 indicates, axial stresses were

applied to the specimen by the servohydraulic actuator of the MTS test
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Rummy ganes
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Pressure

connection ﬂ

P —

E \ k\ Pressure vessel
Active gages e | W
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A

Figure 2.3.1:  Cross sectional view of the triaxial test apparatus [Balzer and Sehitoglu 1997].

machine and diametral stresses were applied to the specimen through the
introduction of pressurized fluid into the pressure vessel. Specimen strains
(axial and diametral) were monitored by a pair of foil strain gages bonded to

the specimen gage section; pressure effects on the strain gage output were
eliminated by wiring a strain gaged dummy specimen into the bridge circuit
inside the vessel. A miniature strain gage load cell placed in the top section

of the pressure vessel was used to measure axial specimen load. This allowed
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the measurement of load without having to account for seal friction.
Diametral specimen pressure was monitored by a pressure transducer.
Control of the high pressure testing setup was accomplished with two
independent control loops - one for the MTS axial actuator and a second for
the servohydraulic pressure intensifier. The independent control loops allow
for the application of any desired axial stress/lateral stress ratio within load
and specimen stability limits. The ability of the present triaxial testing
apparatus to simultaneously ramp the transverse and axial stresses on the
specimen represents one of its main advantages over previous triaxial
research efforts. In previous works, hydrostatic compression was typically
applied first and the uniaxial stress was increased in a secondary operation.
The present scheme circumvents any arguments regarding the role of initial
hydrostatic compression on the material behavior [Radcliffe 1970]. More
details of the pressure intensifier, load and strain measurements can be found

In a recent publication [Balzer and Sehitoglu 1997].

24  MICROSCOPY SAMPLE PREPARATION

Cu-Zn-Al specimens were electopolished with a 2:1 Methanol/Nitric
acid solution at -30°C and 70 Volts. The low temperature is imperative since
the electropolish solution is explosive at higher temperatures. The chemical
etchant used to view the martensite plates was 5g FeClz + 50 ml HCl + 100 m1
HO. NiTi specimens were etched with a 3HNO, + 2H,0 + 1HF solution to
remove surface impurities from electrical discharge machining or to view the
internal martensite structures. For aged samples twice the amount of HF was

necessary to obtain reasonable etching times. TEM specimens of NiTi were

prepared by thinning a slice down to 150 pm with the mentioned etchant,

punching 3 mm disks, and twin jet electropolishing with a 20% H,SO, - 80%
methanol solution. The optimum electropolish was accomplished at 0 °C

and the other parameters of the polish were V = 40 Volts (I = .25 Amps), flow
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rate = 5, and photo sensitivity = 2. It should be noted that preparation of TEM

samples by dimple grinding was, for the most part, unsuccessful.

25  Cu-Zn-Al and NiTi SPECIMEN COMPOSITIONS

Polycrystalline Cusg1ZngyAlizs (with Zrgy; for grain refinement)
weight percent alloy was employed for the study. The average grain size of
the polycrystalline Cu-Zn-Al was about 250 pm. The polycrystalline and
single crystal NiTi alloy have a composition of approximately Ti - 50.9at%Ni
(Ti - 56.0wt%Ni). The single crystals have a slightly higher Ni content due to
the small evaporation of Ti when re-melting the polycrystalline material and
growing the single crystals. The average grain size in the polycrystalline NiTi

was about 20 pym.

2.6 HEAT TREATMENT TECHNIQUES

Due to the poor oxidation resistance of nickel at high temperatures,

NiTi quickly develops very thick oxide layers when exposed to high

Figure 2.6.1: Two evacuated quartz tubes holding long cylindrical high pressure specimens
wrapped in nickel wire. The tubes are broken upon quenching.

temperatures. Because of this, solutionizing heat treatments were conducled

in evacuated quartz tubes (figure 2.6.1). The specimens were wrapped in
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nickel wire to prevent them from welding together and to prevent silicon
from diffusing into the samples through contact points with the quartz tubes.
The samples were solutionized as thin disks for uniaxial tests or as straight
cylinders for high pressure specimens. The solution treatment was
performed for 2 hours @ 1000°C. At completion of the heating cycle, the tubcs
were quenched into ambient water and quickly broken with pliers. Aging
heat treatments were performed in the furnace atmosphere on the as
machined samples. It should be noted that the single crystal specimens also
required a 24 hour homogenization @ 1000 °C to dissolve their coarse
dendritic structure. The transformation temperatures of the samples were
determined by the University of Illinois microanalysis laboratory using a

Perkins-Elmer differential scanning calorimeter.
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CHAPTER 3: ANALYTICAL MODELING APPROACH

PREVIEW

A micro-mechanical model which will be used to predict stress state
effects in shape memory alloys is developed. The model exclusively
considers the monotonic (forward transformation) stress-strain behavior.
Using internal variable theory and the phenomenoclogical theory of
martensitic transformations, the constitutive equations for single crystals are
derived from the complementary free energy. The polycrystalline stress-
strain behavior is predicted by incorporating the single crystal constitutive
equations into the self-consistent method. The important equations in the
chapter are in the section 3.6. Predictions of thc micro-mechanical model f{or

Cu-Zn-Al are presented in chapter 4, while results for NiTi are included in

chapter 5.

31 CONSTITUTIVE MODELING

The constitutive modeling of material behavior is generally motivated
by one of two separate needs: (1) To predict the macroscopic stress-strain
behavior of engineering components in service, ie. constitutive relations
developed for use in finite element codes; (2) To predict the macroscopic
stress-strain behavior of a specific material as a function of microscopic
variables. The former need is usually satisfied through phenomenological
modeling, while the latter problem is usually solved by micro-mechanical
modeling.  Figure 3.1.1 schematically demonstrates the basis of hoth
phenomenological and micro-mechanical modeling. Phenomenological
stress-strain models incorporate simple mathematical equations with
constants determined (curve fit) from the “macroscopic mechanical
behavior” of a particular material. The advantage of phenomenological

models is often due to the simplicity of the governing equations. For
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example, the equations are usually simple enough to be incorporated into

mathematically complex analysis tools such as the finite element method.

Microscopic
Observations

\H_r

G Micro-Mechanical
Behavior
Macroscopic Mechanical
Behavior

Figure 3.1.1:  Schematic of shape memory alloy deformation phenomenon at various length
scales.

The disadvantage of phenomenological models is that they do not
consider the physics of the underlying deformation phenomenon. However,
micro-mechanical models incorporate both “microscopic observations” of the
material structure and “micro-mechanical behavior” of material constituents
to predict macroscopic deformation behavior. Micro-mechanical models are
extremely useful when it is necessary to quantify the effect of different
microstructural phenomenon on macroscopic stress-strain  behavior.
Unfortunately, micro-mechanical models hardly ever result in explicit

constitutive equations that can be used as an analysis tool on “engineering
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applications” problems. At any rate, micro-mechanical modeling is an
extremely valuable tool which can be used to understand and improve the
macroscopic behavior of a material through a deeper quantification of the
effects of microscopic variables on the deformation behavior. In the
following sections, a micro-mechanical model is developed that will predict

the monotonic stress-strain behavior of shape memory alloys under different

stress-siates.

32 NOTATION AND SYMBOLS USED IN MODELING

Before discussing the modeling it is appropriate to document the
meanings of the symbols used in the model. Where possible, the notation is

kept consistent with current models of shape memory alloy stress-strain
behavior.

3.2.1 STRESS-STRAIN VARIABLES

g; = f(position) Local position dependent strain field within a grain.

0; = f(position)  Local position dependent stress field within a grain.

1
E; = v J- g;dV Average strain field in a single crystal of volume V.

Q
1
Z;= "‘;(_[G,;dV Average stress field in a single crystal of volume V.

= 1
E; = T/,TlE,;dV, Average strain field in a polycrystal of volume V,.

re

= 1
Z; = Vj;zngf Average stress field in a polycrystal of volume V

E; Average transformation strain in a polycrystal.
E] Average transformation strain in a single crystal.
E; Average elastic strain in a single crystal.
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dist—1r
i

disr—e

o.glsl‘

Cijk!

Sfjk!

Local disturbance strain (transformation).
Local disturbance strain (elastic).

Local disturbance stress.
Elasticity tensor.

Eshelby tensor.

3.22 TRANSFORMATION VARIABLES

~

B

S S

m

VI

m

X, V, 2

“Hardening” parameter for the transformation flow rule.
Total transformed volume fraction of martensite.
Volume fraction of martensite for the n™ variant.
Maximum displacement magnitude of transformation.
Transformation direction.

Habit plane normal.

Orientation tensor of n™ variant.

Displacement from parent to martensitic phase.
Volume of a single crystal of the parent phase.

Volume of fully transformed martensitic phase.
Volume of partially transformed martensitic phase.
Volume of the partially untransformed parent phase.
Volume of polycrystalline body.

Volume change from parent to martensitic phase.
Position vector in parent phase coordinate system.

Coordinate system in the parent phase
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3.2.3 THERMODYNAMIC VARIABLES

B Constant of proportionality for chemical free energy.
F" Thermodynamic driving force for the n™ variant.

F, Critical driving force for the transformation.

T Initial constraint stress.

T Current temperature.

T, Reference temperature.

¥ Complementary free energy.

AG,,. Chemical free energy difference.

W .. Total elastic strain energy.

Wier Interface energy between the martensite and parent phase.
j Integration over a single crystal of volume V.

Q

_[ Integration over a polycrystal of volume V.

D

3.3 PHENOMENOLOGICAL THEORY OF MT’s

At the lowest level, all micro-mechanical models are essentially
phenomenological. For example, even if a deformation mechanism is
modeled by “fundamental” atomic movements, it can still be argued that
atoms are simply phenomenological models of electron, neutron, and proton
positions. Nevertheless, it is obvious that time and computing limitations
prevent the development of a micro-mechanical model which incorporates
all of the observations from solid state physics down to the “quark” level.
The stopping point of this model will be the phenomenological theory of

martensitic transformations. The basis of the theory is demonstrated in
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Figure 3.3.1. The phenomenological theory of MT’s is based on microscopic

shape changes which have been observed for transforming martensite plates.

Martensite

—_ - - Unit Cell of Parent Phase

m Transformation Direction
my and mx  Uniform Shear and Normal Expansion
n Habit Plane Normal

Figure 3.3.1:  Basic definitions in the phenomenological theory of martensitic phase
transformations.

This is in contrast to the crystallographic-theory of MT’s which focuses on the
actual atomic movements associated with the transformation. In the
phenomenological theory, the transformation variables are traditionally
defined with respect to a coordinate system attached to the parent phase.
Following figure 3.3.1, the habit plane of the transformation is defined as the
plane which remains undistorted during the transformation. The unit vector

characterizing the normal of the habit plane is denoted as ». The
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transformation direction is described by a unit vector denoted m. In figure
3.3.1 the transformation direction m lies in the xy-plane, and the habit plane
normal lies along the x direction. In reality, m and » may be arbitrarily
oriented with respect to the parent phase coordinate system.

At any rate, the transformation in figure 3.3.1 can be broken into two
components, a shear along m, and an expansion perpendicular to the habit
plane along m,. In this case the resulting local strain field is trivial to
calculate since the habit plane normal and the transformation direction are
both close to the principal crystallographic axes of the parent phase. However,
for the general case, the resultant strain due to the transformation of a unit
volume of parent phase is derived below. To derive the general
relationships, only one martensite variant will initially be considered.
Following this, the derived relationships will be extended to the general
multi-variant case.

The displacement vector from the parent phase to the deformed phase

(martensitic phase) is given by:
u, = gmxn, (3.3.1)

where ¢ is the maximum magnitude of the displacement and x, is the

position vector of the martensite defined in the parent phase’s coordinate

system. The small strain tensor is defined as:

g, =L O 9 |
"2\ oy o, (33.2)

Combining cquations 3.3.1 and 3.3.2 the following result is obtained for the

overall transformation strain:
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r

1
E,.j. = gi(minj + mjni) =gu; (333)

The @ term is commonly called the orientation tensor for the transforming
martensite variant. Equation 3.3.3 gives a closed form result for the
transformation strain resulting from the complete transformation of a unit
volume of the parent phase, V, into a unit volume of the martensitic phase,
V.- The volumetric strain due to the transformation is computed as the trace

of the transformation strain tensor:

AV V-V

1% 14

= Ey = gmn, (3.3.4)

In reality, it is possible that the martensitic transformation does not proceed

throughout the entire volume of the parent phase, V, and only occupies the

volume V,, where V! = V - V, (V, is the untransformed volume of the

parent phase). In this case it is feasible to use the rule of mixtures to
approximate the average transformation strain in the volume V resulting

from the partial transformation of V/ :

1%

where f is the volume fraction of the martensite, and E] is the average
transformation strain in the unit volume V. In reality the ‘average
transformation strain in the unit volume V will be affected by the elastic
constraint that the parent phase imposes on the transformed volume fraction
of martensite. However, in the case of martensitic transformations in shape
memory alloys, the elastic constraint is minimized due to the formation of

thermo-elastic martensites. Therefore, it is proposed that equation 3.3.5 gives

72



a good approximation of the transformation strain in the parent phase
resulting from the partial transformation of a single martensite variant.
In the case where multiple variants are active, the total transformation

strain in the parent phase is given by the summation of transformation

strains from all of the active variants:

Ej =g 0;f" (3.3.6)

The total transformed volume fraction of the crystal is the sum of the
individual martensite variant volume fractions:

f=2r (33.7)

The total volume fraction of martensite cannot exceed 1, thus equation 3.3.7 is
restricted to f<1. The summation only holds for martensite variants which
are currently active. In NiTi and Cu-Zn-Al shape memory alloys, there are 24

possible martensite variants.

34 THERMODYNAMICAL CONSIDERATIONS

To derive a constitutive relationship for the transformation from the
parent phase to the martensitic phase a thermodynamical approach is
incorporated. It should be noted that the derivation has been adapted from
the works of Patoor et al. [1993] and Huang et al. [1997]. Since the state
variables in martensitic transformations are stress and temperature, the
complementary free energy is chosen as the representative thermodynamic

potential:

4.
\F(Eijv T.f)==AGpem = Winech — Winter + EijEij (341)
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where AG,,, is the chemical free energy difference between the parent phase
and the martensitic phase, W,,,, is the total elastic strain energy that will exist
as a result of the transformation, W,,,,, is the interfacial énergy between the
new martensite and parent phase, and X;E; represents the dependence of the
transformation on the macroscopic applied stresses. When equation 3.4.1 is
greater than zero, then the transformation from the parent phase to the
martensitic phase occurs. While the material exists in the parent phase, the
applied stress term Z;E; promotes the transformation, while the resultant
elastic strain energy, W,,, and interfacial energy, Wiy, of the
transformation prevent it. In addition, the chemical free energy difference
between the parent phase and the martensitic phase, AG,,,, can prevent or
promote the transformation. The latter term, AG

chem

temperature and will become negative if the temperature is dropped below

is a function of

the equilibrium temperature of the two phases, T,,. In this case the -AG,;,,,
in equation 3.4.1 will become positive and the transformation will occur
when AG,, + Z;E; overcomes -Wy,, and -W,,. In summary, the only
way equation 3.4.1 can become positive is by applying a stress or lowering the
temperature.  This is consistent with experimental observations on
martensitic transformations.

The chemical free energy is often interpolated linearly with

temperature and the volume fraction of transformed martensite:
AGepem = B(T-T,)f (3.4.2)

The interfacial surface energy term, W,,,,, has been determined to be

negligible, and is often ignored [Huang and Brinson 1997]. The total elastic

strain energy is defined as:

W

1 .
mech =T G.fjgr‘jdv
v

(34.3)
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The local stress field is the superposition of the average macroscopic stress in
the single crystal and the local stress disturbance due to the transforming

martensite inclusions:

dist

0, =%, +0" (3.4.4)

Similarly, the local strain field is the superposition of the average strain in

the single crystal and the local strain disturbance due to the transforming

dist

martensite inclusions: &;=E;+¢€;". The total strain may be broken into

elastic and transformation (plastic) portions as follows:

dist . ye diste ir dist—tr
g =E;+ & =E +e" " +E +&;" (3.4.5)
The elastic portion is clearly given by:

dist—¢

& =E;+¢; (3.4.6)

Substituting 3.4.6 and 3.4.4 into 3.4.3, one obtains:

___1 dist e dist—e
Woeon = 2V E[(ij +to; XE; +g;" " )dv
_.—1 ist e dis disr—1r
= 2V£(E"f' + OV E; + &) ~ gy gy

— 1 e 1 dist o dist—tr 1 dise dise—re dist 4 5T
__—zn-i;jzy.Ej--ﬁ ol e dv+ﬁjz,}.{eﬁ ~£;“")aV + [ 0" (Ey + £ )aV
Q Q Q Q
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The latter two terms can be shown to equal zero by incorporating boundary
conditions and the equation of equilibrium [Huang and Brinson 1997]. With

this one obtains:

— 1 . e ; Jist ddise—er
_W—[Lijﬁﬁ—ﬁigﬁ. SU dv

4]

1
Wmech = E

e 1 dist . disi—tr
B - — o elray
n 2V£ T (34.7)

Substituting the simplified energy terms into equation 3.4.1, the following

result is obtained:

¥(S,.T.f)=-B(T~T,) f——Z E“"+% oltgdir gy L3, E.

=~B(T-T,)f - ZE"+% o el AV + T (E; + E)

W, T.f)=-BT-T,)f + —;—ZU.E; +EE j ggda=n gy (3.4.8)

Equation 3.4.8 represents the complementary free energy for a single crystal of
volume V transforming into a single martensite variant. The latter term is
commonly referred to as the “interaction energy”. It carries with it the energy
caused by the interaction of the transforming martensite plates with
themselves and with the surrounding untransformed parent phase.

To extend equation 3.4.8 to a multi-variant case, equations 3.3.6 and

3.3.7 must be incorporated:

W(Z,.T.f")=—B(T~ :r)z fr+= z szuzg% f +— LO7ETTAY (3.4.9)
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For the studies here, the above form of the complementary free energy is

further reduced since the tests are all run at constant temperatures (7 = T,):
n 1 € n en I i5 ist—1r
Y&y TS =555 +X,> garf +§an"5 gdr gy (3.4.10)

The above equation is the final form of the complementary free energy used
in this model. It represents the thermodynamic potential for the multi-
variant transformation from the parent phase to the martensitic phase in a

single crystal of volume V which is under an applied stress Z,.j.

The thermodynamic driving force acting on an internal variable is
obtained by the partial differentiation of equation 3.4.10 with respect to the

variable of interest:

oV a1 ist _dist—
F'' = ?af—;l— = gzljal’} + mﬁ[“ﬁ'[g thﬂggmt trdV] (34.11)

When the thermédynamical force (equation 3.4.11) is greater than a critical
value, the transformation proceeds. However, it is difficult to accurately
calculate the interaction energy term. In the case of shape memory alloys the
interaction term is minimized, due to the formation of thermo-elastic
martensites. The most accurate method currently used to calculate the
interaction term is in the analysis of Huang and Brinson [1997]. They
considered self accommodating variant groups and used the Mori-Tanaka
method the determine a form for the interaction energy. Patoor et al. [1993]
dealt with the interaction term by using an “interaction matrix”. In the
analysis here, the interaction matrix approach will be incorporated. The
analysis was even made simpler by considering the interaction of variants

with the matrix but not with each other. With this, equation 3.4.11 is reduced

to:
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F" = gZzaf - ff" (3.4.12)

The above equation is similar to the constitutive equation for plastic flow that
includes primary hardening, but does not consider latent hardening. The
minus sign in front of the volume fraction evolution term is crucial since the
martensite formation must be stable. As martensite forms it must become
harder to form more martensite, thus the previously formed martensite
lowers the “actual” thermodynamic force caused by the applied stresses and
resulting strains. If this were not the case then the transformation stress-
strain curve would have a negative (unstable) slope. Since this model only

considers monotonic loading, with no martensite initially present, equation
3.4.12 is further reduced to:

Fr=g5,a (3.4.13)

When equation 3.4.13 exceed a critical value, F., the transformation proceeds

for the n™ variant. Equation 3.4.13 can also be written as a transformation

criteria:

gL ol 2 F (3.4.14)

§ e

Equation 3.4.14 is the transformation criterion for the n® variant. Notably, it
is possible that the left hand side of equation 3.4.14 may be negative for a
given applied stress state and variant orientation tensor. In this case, the
variant will never transform under the applied stress state. This asymmetry
is not observed in the case in slip, and is one of the key factors governing
stress state effects in shape memory alloys. In some studies it is reasonable to

incorporate an initial “constraint stress” into equation 3.4.14:
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gZ ot T, Sign(Z 00) 2 F, (3.4.15)

i if €ons

The constraint stress, 7, has proven effective in predicting results for
quenched steels undergoing martensitic transformations. In the case of
quenched steels, the meta-stable austenite is normally under a large
constraining pressure due to the formation of athermal martensite plates.
This pressure may prohibit or promote the transformation depending on the
volume change of the transformation.

To determine the flow rate of the transformation, the consistency

condition is applied to equation 3.4.12:

JF" .. OF" . : ;
= U+an =gafY; - f§" (3.4.16)
ij

When equation 3.4.16 is equal to zero, then the consistency condition is

satisfied and the volume fraction evolution rate of martensite is obtained:

. ars.
= g ;’ i (34.17)

Finally, the single crystal flow rule can be written by combining equation

3.4.17 with the incremental form of equation 3.3.6:

2
Ef= f,, Yoo, (3.4.18)

Equation 3.4.18 can be used to predict the stress-strain behavior of a single

crystal of a parent phase transforming to a martensitic phase.  The

summation over n only holds for variants which satisfy the yield criteria
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(equation 3.4.14). Although much more complicated micro-mechanical
models do exist, this model is sufficient to help understand stress-state effects

in shape memory alloys.

3.5 POLYCRYSTALLINE TRANSITION

In the previous section a constitutive law for single crystal shape
memory alloys (X, < - > E,) was developed. However, stress-state effects have
also been observed in polycrystalline shape memory alloys, and
polycrystalline materials are primarily used in applications. To develop a

micro-mechanical model for the macroscopic stress-strain behavior of

polycrystalline shape memory alloys (fU <=> Ej), the self-consistent method
is employed [Mura 1987].

In a polycrystalline body undergoing a stress induced martensitic phase
transformation, there exist grains which are oriented favorably and
unfavorably with respect to the applied stress state. The misorientation will
result in unbalanced transformation strain magnitudes for neighboring
grains. In turn, the difference in transformation strain levels leads to local
(position dependent) stress and strain fields throughout the polycrystalline
body. The self consistent method assumes that the magnitude of the
resulting internal stress and strain fields can be estimated by the difference in
the average transformation strain of the polycrystalline matrix and the local
transformation strain in any particular grain. It should be noted that
although elastic property mismatch also causes internal stress and strain
fields, this effect will be ignored here to simplify calculations.

The mismatch strain between the local transformation strain within a
grain (volume V) and the average strain in the polycrystalline matrix

(volume V) is written as:

Ey ~Ejf ' (3.5.1)
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The constraint strain on the transforming grain caused by the above

mismatch can be calculated using the Eshelby tensor, §,,:
S (Ef — Ef) (3.5.2)

The actual strain field is a superposition of the above constraint strain and the

average strain in the polycrystalline matrix:
E, = G, + B +S,,(Ey ~E) (353)

The following decomposition of the strain field in the single grain can also be

made:

E, =ChL,+E] | (3.5.4)
Combining equations 3.5.3 and 3.5.4, a unique expression is obtained:
CauZu+ E] =CuZy+E; + S, (Ef -~ E}) (3.5.5)

i

Multiplying both sides by C,, and rearranging, the following result is

obtained:
Zij = fuj + QIkI[Skfmn (E;nrn - E:;) - (EIZ- - El;r)} | (3.5.6)

The above equation is fraditionally referred to as the self consistent equation.

Multiplying both sides by ga; one obtains:

804%; = 804, + 805 Cul Syn By ~ B — (Efy — EJ)] (3.5.7)

mn
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Using equations 3.3.6 and 3.4.17, equation 3.5.7 is transformed into:

ffr= ga;ij + ga;ij!i:Sk!mn (gz o, f" = En)— (32 o f" - EJ;)} (3.5.8)
Rearranging the above equation yields:

= n it n =i
BaGL, — 805 CiSimn Lo + 8O Cy By

klmn™mn

n n n n n (3 -5.9)
= f:f - gzaijc'ﬁk!Sklmn z anmf + gzarjc'ijklz a;:lfn
Or in incremental form:
g ‘x.;ffj — 895C 1S En+g o ijIEI:Ir
(3.5.10)

, ) s .
=ff"-g a;C‘rjkISkinmz &, f"+g a;QJk:z,afff !
n n

Equation 3.5.10 is the form of the self consistent formula that will be used to
generate the polycrystalline stress-strain behavior for NiTi and Cu-Zn-Al
shape memory alloys. Equation 3510 is only used when the first variant
within a grain reaches the critical transformation value (equation 3.4.14).
Additionally, the summations only hold for variants which subsequently
satisfy equation 3.4.14.

In its most general form, equation 3.5.10 represents a 24 by 24 system of

linear equations to be solved for each load increment in each grain. On
average, 100 to 1000 randomly oriented (e rotated) grains were used to

model a polycrystalline material. To simplify the Eshelby tensor the grains
were assumed to be spherical in shape. The variables on the left hand side of
the equation represent the known quantities at each load step, while the right

hand side carries the only unknown, the volume fraction evolution of
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martensite, f ". For a given applied stress increment, _E—ij, f " is calculated for

each variant in every grain. Subsequently, the incremental form of equation

3.3.6 is used to calculate the transformalion strain increment in each grain,

Ej. Finally, the values of Ef are averaged to obtain EJ. The solution
method is of the pure incremental (Euler) type since the average strain from
the previous load increment is used to calculate the average strain of the
current step. However, the accumulated errors are minimized by choosing
extremely small applied stress increments.

In some applications of this model related to steels, plastic deformation
was included in the model to properly predict experimental trends and
microstructural observations.  Plasticity was accounted for by adding a

phenomenologically calculated average plastic strain rate onto the average

calculated transformation strain value, £. In the studies on shape memory

alloys, plasticity will not be included in the model.

3.6 SUMMARY OF IMPORTANT EQUATIONS

Average transformation strain in a single crystal of the parent phase with n
partially transformed martensite variants with volume fractions denoted f":

Equation (3.3.6) Ef =gy alf”

Transformation criteria for the n™ martensite variant:

Equation (3.4.14) gX ol 2F.

Martensite evolution rate for the n variant:

- >
Equation (3.417) f"= 3:‘%;_

Flow rule for a single crystal undergoing a martensitic transformation;
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2
Equation (3.4.18) E,j = %Za,;a;,z .

Self consistent relationship for determining polycrystalline behavior.

M—._ 1] _.'.lr n "."lr
go, X, —gaUC,J,k,S El + ga,.jC,jHEk,

kimn"="mn

ti 3.5.10 , . :
Equa on ( ) = fjr" - gzai;cijklskimnza:mfn + gza;q:fkfzasz”

3.7 CRYSTALLOGRAPHIC DATA

The crystallographic data for the model is only available for the more
prominent martensitic phase transformations in NiTi (B2 -> B19, table 3.7.1)
and Cu-Zn-Al (B2 -> 9R, table 3.7.2). To obtain habit plane normal and the
transformation direction for the other 24 varjants, cyclic permutation is used
[Patoor et al. 1995]. It is clear that the crystallographic parameters in the
literature (m,n,AV/V) demonstrate some scatter. The differences in the
crystallographic parameters are most likely due to small experimental

measurement error. For Cu-Zn-Al Patoor et al. [1995] have shown that when

Researcher Habit Plane Trans:formation g AV/V
Normal Direction (%)
Buchheit and nl = 0.88Y ml = -0.411
Wert n2 = 0.215 m2 = (.763 -—- +0.000
(1994) n3 = -0.404 m3 = -0.498
Matsumoto et al. nl =-0.868 ml = 0.458
(Experimental) n2 = (.269 m2 = 0.771 0.14 -0.088
(1987} n3 = 0414 m3 = (.443
Matsumoto et al. nl = -0.889 ml = 0.435
(Theoretical) n2 = 0.215 m2 = 0.754 0.13 -0.341
(1987) n3 = 0.404 m3 = (0.487

Table 3.7.1: The habit plane normal and transformation direction for the martensitic
transformation (B2 -> B19) in a NiTi shape memory alloy.

the different crystallographic parameters from table 3.7.2 are used in the

model, a similar macroscopic stress-strain behavior is predicted. However,
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they did note that in some cases crystallographic parameters which were close
in magnitude and direction to the experimentally measured parameters, did
significantly change the macroscopic stress-strain response. This indicates
that in some cases, the model is extremely sensitive to the crystallographic
parameters.

The results of the modeling of NiTi will be discussed in chapter 5,
while the results of the modeling of Cu-Zn-Al are discussed in chapter 4. It
should also be noted that the crystallographic data cited here is not entirely
sufficient for modeling stress state effects in shape memory alloys. It is
necessary to develop phenomenological crystallographic parameters for the
vbserved pre-martensitic transformations in NiTi and numerous other
martensitic transformations observed in Cu-Zn-Al. Recently it has been
reaffirmed that in Cu-Zn-Al different martensitic transformations occur

under tension versus compression [Sittner et al. 1997]. When the

Researcher Habit Plane Trangforrpation g AV /V
Normal Direction (%)

De Vos et al. nl = 0.182 ml = 0.165
(1978) n2 = 0.669 m2 = -0.737 0.23 +0.211

n3 = 0.721 m3 = 0.655

Armanie El nl = 0.182 ml = 0.163
(1994) n2 = 0.669 m2 = -0.744 0.23 +0.000

n3 = (0.721 m3 = (.649

Saburi and nl= 0.200 ml= 0.182
Wayman n2 = 0.680 m2 = -0.746 0.19 -0.356

(1979) n3 = 0.705 m3 = 0.641

Table 3.7.2: The habit plane normal and transformation direction for the martensitic
transformation (B2 -> 9R} in a Cu-Zn-Al shape memory alloy.

crystallographic data is documented for the less common transformations,
then they can be incorporated into the micro-mechanical model. The
occurrence of the less common, and often “phenomenologically smaller”

transtormations, is simply due to a thermodynamic favoring of the
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transformations over the “larger transformations”. If the crystallographic
data was available for these transformations then the model would be able to
predict the formation of different martensitic phases under different applied
stress states. It should be noted that the crystallographic parameters it the
above table are only for one variant of martensite. In chapters 5 and 6 the

parameters for the other 23 variants are determined by rotating indices.
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CHAPTER 4  STRESS STATE EFFECTS IN POLY. CuZnAl

PREVIEW

The effect of different uniaxial and triaxial stress states on the stress-
induced martensitic transformation in CuZnAl was investigated. Under
uniaxial loading it was found that the compressive stress level required to
macroscopically trigger the transformation was 34% larger than the required
tensile stress. The triaxial tests produced effective stress-strain curves with
transformation yield points in between the tensile and compressive results. It
was found that pure hydrostatic pressure was unable to experimentally trigger
a stress-induced martensitic transformation due to the large pressures
required. Traditional continuum based transformation theories, with yield
functions and Clausius-Clapeyron equations modified to depend on the
volume change during transformation, could not properly predict stress state
effects in CuZnAl. Considering a combination of hydrostatic (volume
change) effects and crystallographic effects (number of transforming variants),
an accurate model was used to predict the dependence of the critical

macroscopic transformation yield stress on the stress-state.

4.1 BACKGROUND

The experimental study of reversible stress-induced martensitic phase
transformations has evolved greatly since the discovery of the shape memory
effect by Chang and Read in the early 50's. Countless researchers have
conducted uniaxial monatomic and cyclic tests in the temperature range
where stress-induced martensitic transformations occur (temperatures greater
than the martensite start temperature and below the martensite deformation
induced temperature, M; <T <Mj). These experiments have determined the
uniaxial stress-strain response of many different shape memory alloy systems.

It is widely accepted that stress-induced martensitic transformations produce
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two different macroscopic stress-strain responses, pseudoelasticity and the
shape memory effect [Delaely et al. 1974]. Although pseudoelasticity and
shape memory are sometimes a result of martensite reorientation, this work
will focus on stress-induced martensitic transformations.

To utilize the beneficial properties of shape memory alloys in
engineering applications, it is essential to conduct experimental studies to
understand the effect of temperature, strain rate, cyclic loading conditions,
and stress state on the critical transformation stress level. Although the effect
of temperature (Clausius-Clapeyron relationship), strain rate [Otsuka et al.
1976, Leo et al. 1993, Mukherjee et al. 1985], and cyclic deformation [Ahlers
1979, Brown 1979 and 1982, Sakamoto et al. 1981, Ikai et al. 1982, Sure and
Brown 1984, Sade et al 1985, Miyazaki et al. 1986, Tadaki et al. 1988, Rodriguez
and Guenin 1990, Ficornell et al. 1990, Beyer et al. 1990] on pseudoelasticity
and shape memory are all well established, there is a shortage of work on
stress state effects. This gap in research efforts is most likely due to the fact
that the first large scale application of shape memory alloys was in
orthodontics [Andreason and Morrow 1978]. The small NiTi wires used in
braces provided little motivation for the full scale testing of polycrystalline
shape memory alloys under compression or even three dimensional stress
states. Unfortunately, it is not an easy task to experimentally impose multi-
dimensional stress states on specimens. However, there are many new
applications which constitute the need for a more thorough understanding of
stress state effects on polycrystalline shape memory alloy stress-strain
behavior.

In many new shape memory alloy components [ICOMAT 1986 and
1990] there exist three dimensional tensile and compressive stress states
during the stress-induced martensitic transformation. For example, shape
memory alloys which are embedded in composite structures for active
vibration control [Boyd and Lagoudas 1994] and in pressure vessels for hoop
stress control [Paine and Rogers 1995] are subjected to three dimensional stress

states. To properly control either parameter, the transformation yield stress
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level and stress-strain response of the alloy under a constraining hydrostatic
pressure must be known. Shape memory alloys are also being widely used in
the medical field for endoscopic tools with increased kink resistance [Duering
et al. 1996]. To precisely control bending deformation of the tool it is
imperative to have a thorough understanding of the tensile and compressive
behavior of the alloy. Finally, the design of components with complex
geometry's requires the use of the finite element method. To implement a
shape memory alloy constitutive relationship into a finite element code, the
yield function must be complete in stress space.

The first researchers to note the dependence of stress-induced
martensitic transformations on the applied uniaxial stress state were Kulin
and colleagues [1952]. In their work it was discovered that a higher
compressive siress was needed to macroscopically trigger a stress-induced
martensitic transformation in steels. Only a year later Burkhart and Read
[1953] discovered that the compressive stress at transformation was
significantly higher than the tensile stress at transformation in In-Ti single
crystals. The first report of different tensile and compressive transformation
stress-strain curves for a common polycrystalline shape memory alloy (NiTi)
was by Wasilewski [Wasilewski 1971]. Since then there has been numerous
studies which confirm that transformation in tension is favored over
compression in several shape memory alloy systems [Lieberman et al 1975,
Melton 1990, Vacher and Lexcellent 1991, Chumljakov and Starenchenko
1995, Jacobus et al. 1996]. Additionally, it has also been observed that the
torsion transformation yield point is well below the tensile point in NiTi
[Melton 1990]. Nevertheless, in some alloy systems researchers have found
that the applied stress state has little or no effect on the transformation
behavior [Nakanishi et al. 1973]. In addition to this, Sakamoto and colleagues
[Sakamoto et al. 1979] observed that compression is favored over tension in
CuAlNi single crystals.

There are a limited number of cxperimental investigations which

consider the effect of multi-dimensional stress states on martensitic
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transformations in shape memory alloys. There is some recent experimental
work on the biaxial loading of shape memory alloys [Chu and James 1993].
However, there is little research on the triaxial loading of shape memory
alloys. Most of the research on multi-dimensional stress states focuses on the
effect of pure hydrostatic pressure on the martensite start temperature. This
area of study was sparked by the work of Patel and Cohen some 40 years ago
[1953]. Since then, it has been agreed on that hydrostatic pressure alters M, in
both steels [Nishiyama 1978] and shape memory alloys [Kakeshita et al. 1988
and 1992]. In many of the above research efforts, the hydrostatic pressure was
ramped to a specified value, the temperature was cycled, and M, was
determined using resistivity-temperature curves. In the absence of an applied
effective stress, it was found that pure hydrostatic pressure decreases M, for
materials exhibiting a positive volume change upon transformation, and
increases M; for materials with a negative volume change. If the pressure is
large enough, then the transformation can be triggered without any effective
stress, provided that the M, temperature is moving towards the test
temperature.

The effect of hydrostatic pressure on the effective stress level necessary
to induce the transformation can be explained in terms of a Clausius-
Clapeyron line in stress-temperature space. If pure hydrostatic pressure exists
before an effective stress is applied, then M, is altered and the Clausius-
Clapeyron line is uniformly shifted left or right in stress-temperature space.
However, regardless of the initial value of the hydrostatic pressure, as an
effective stress is applied the hydrostatic pressure may increase, decrease, 0T
not change at all. The effect of hydrostatic pressure has been accounted for in
thermodynamically based continuum transformation yield criteria [Sun and
Hwang 1991, Boyd and Lagoudas 1996]. Furthermore, it has been shown that
the modified yield criteria can be used to develop a Clausius-Clapeyron line
with a hydrostatic stress dependent slope [Jacobus et al. 1996]. In either case,

hydrostatic pressure increases the effective stress necessary for transformation
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in materials which have positive volume changes during transformation,
and decreases the effective stress necessary for transformation in materials
which have negative volume changes during transformation. Nevertheless,
when comparing the experimental results under some stress states, the
macroscopic transformation hehavior follows the reverse of the above
behavior [Jacobus et al. 1996]. This inconsistency is caused by stress-state
dependent crystallographic effects which overshadow the dependence of the
transformation behavior on the volume change during the transformation
[Patoor et al. 1994]. This issue will be discussed in the micro-mechanical
modeling section of this work.

Despite this background, there is still a shortage of experimental work
which focuses on the effect of the applied stress state on the mechanical
behavior of shape memory alloys. Many of the current 3-D transformation
constitutive models are simple extensions of 1-D models based on tensile
stress-strain observations [Brandon and Rogers 1992, Sun and Hwang 1993,
Kafka 1994, Barrett and Sullivan 1995, Baburaj et al. 1996]. Although many of
the 1-D models are quite extensive they all fail to capture 3-D stress state
effects or tension-compression asymmetry. A detailed review of the physical
basis and micro-mechanics of the current 1-D models was recently published
by Brinson and Huang [Brinson and Huang 1996]. It should be noted that
there are several models [Sun and Hwang 1991, Patoor et al. 1994, Boyd and
Lagoudas 1996] which include a dependence on the applied stress state. These
models will be discussed within the context of this paper. In addition, the
researchers here will lay further foundation to the doctrine that shape
memory alloy transformation stress-strain behavior is dependent on the

applied stress state. More explicitly, the paper will:

(1) Examine the monotonic stress-strain behavior of CuZnAl (at a constant
temperature above the martensite start temperature, and below the

martensite dcformation induced temperature, M, <T< M;) under tensile,

compressive, and three dimensional stress states.
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(2}  Use microscopically observed phenomenon and micro-mechanical

modeling to discuss the origins of stress state effects in CuZnAl.

42  EXPERIMENTAL TECHNIQUES

Polycrystalline Cusg1ZnyypAlizg (with Zrg; for grain refinement)
weight percent alloy was employed for the study. The average grain size of
the polycrystalline specimens after heat treatment was 250 um. Upon
complete transformation from the parent phase to the martensitic phase, it
was experimentally determined- that this CuZnAl alloy demonstrates a
negative change in volume, AV/V = -03 %. The scanning electron
microscope images were created from electropolished and chemically etched
samples. The optimum electropolish (with a 2:1 Methanol/Nitric acid
solution) was achieved at -30°C and 70 Volts. The chemical etchant used to
“view” the martensite plates was 5g FeCls + 50 ml HCl and 100 m! H5O.

To study the effect of the applied stress state on stress-induced
martensitic transformations, it is imperative that the transformation be
triggered by the applied stress. To do this, it is important to stress the
specimen when it is above the martensite start temperature, M,, but below
the martensite deformation induced temperature, M;. The former constraint
inhibits the spontaneous nucleation of martensite before the stress is applied,
while the latter avoids excessive plastic deformation in the parent phase
during the early stages of the transformation. This type of deformation leads
to strain-induced martensitic transformations. The magnitude of M, was
carefully controlled using heat treatments, and the resulting temperature
value was verified using a Differential Scanning Calorimeter (DSC) analysis.
The heat treatment was accomplished for one hour at 800 °C and followed by
a water quench. From several specimens, the average values of the critical

iransformation temperatures are: martensite start temperature, M s = -10 °C,

93



martensite finish temperature, M, = -32 °C, austenite start temperature, A,

Test Number & Applied Relative
Description Stress State Hydrostatic Pressure
o (¢ 0
(#1) o; =0 00 0y, =—0.330,4
Pure Tension 000
20 0 O
(#2) o;=|0 -0 0 O =0.000,4
Zero Hydrostatic 0 0 -o
-c 00
#3) 9= 0 00 op =+0.330,5
Pure Compression 0 00
36 0 0
(#4) o= 0 -0 0 o)y = +0.830,5
Triaxial Compression L0 0 o]
26 0 0]
(#5) o;= 0 -0 0 of = +1.330,5
Triaxial Compression L0 0 -0
-1.70 0 O
(#6) o= 0 -0 O Oy = +1.760
Triaxial Compression 0 0 -o
-c 0 0
#7) o,=| 0 -0 0 O) = +oaG,
Pure Hydrostatic 0 0 -0

Table 4.2.1:

Uniaxial (1 & 3) and three dimensional (2 & 4-7) stress states applied to the

polycrystalline CuZnAl specimens. The tests have increasing values of applied hydrostatic
pressure with respect to the applied effective stress. Note that the hydrostatic stress is
negative while the hydrostatic pressure is positive.
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-15 °C, austenite finish temperature, Af = 5 °C. The tests in this study were
conducted at room temperature where the sample is fully austenitic (7> Ay).

Uniaxial loading of CuZnAl was performed on an Instron 1331
servohydraulic test machine operating in axial strain control. For tensile
tests, an extensometer with a 25.4 mm gage length was used to monitor axial
strains and a diametral extensometer was used to monitor the diametral
strains. For compression tests, axial and diametral strains were monitored
with electrical resistance strain gages bonded to the specimen gage section.
An MTS servohydraulic test machine fitted with a unique high pressure
vessel was used for triaxial testing of CuZnAl specimens. Axial and diametral
strains were monitored by a pair of strain gages bonded to the specimen gage
section. Pressure effects on the strain gage output were eliminated by wiring a
gaged dummy specimen into the circuit inside the vessel. A miniature strain
gage load cell placed in the top section of the pressure vessel was used to
measure axial specimen load. This allowed the measurement of load without
having to account for seal friction. Diametral specimen pressure was
monitored by a pressure transducer.

Control of the high pressure testing setup was accomplished with two
independent control loops - one for the MTS axial actuator and a second for
the servohydraulic pressure intensifier. The independent control loops allow
for the application of any desired axial stress/lateral stress ratio within load
and specimen stability limits. The ability of the present triaxial testing
apparatus to simultaneously ramp the lateral and axial stresses on the
specimen represents one of its main advantages over previous triaxial
research efforts. In previous works, hydrostatic compression was typically
applied first and the uniaxial stress was increased in a secondary operation.
The present scheme circumvents any arguments regarding the role of initial
hydrostatic pressure on the material behavior [Radcliffe 1970] (i.e. initial

changes in M;). More details of the pressurc intensifier, load and strain
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measurements can be found in a recent publication [Balzer and Sehitoglu
1996].

To allow for comparisons between uniaxial and triaxial tests, the
loading rates in the triaxial tests were selected such that they imposed

effective strain rates in the eclastic regime cquivalent to those utilized in the
uniaxial tests: 10% sl The effective stress required to bring about the

austenite to martensite transformation, o}y, was determined from effective

stress vs. effective strain plots using several strain offsets. The effective stress

and strain values were calculated with the following relationships.

}%

2
O = 7[(0'11 — 02)% +(01 — 033)” +(0; - 033)* (4.2.1)
N !
Eoff =5 [(511 — &) + (&1 — €33)° + (£33 - 533)2]/2 (4.2.2)

The relationship between the effective stress values and the hydrostatic stress
values as a function of the applied stress state are demonstrated in Tablc 4.2.1.

It should be noted that both the axial and diametral strains were measured.

4.3  EXPERIMENTAL RESULTS

The first stress-strain curves presented are the uniaxial tension and
compression curves (figure 4.3.1). The tensile specimens were loaded until
failure (about 8% strain), while the compressive specimens were unloaded at
8% strain to avoid buckling. Since the slope of all four curves remained
constant after about 1% strain, only the small strain portions of the curves are
shown in figure 4.3.1. The tensile specimens fractured in a ductile manner,
indicating that there was considerable plastic deformation during the latter
portion of the transformation. If there were no plastic deformation, then

stress-strain curves would have bent upward marking the completion of the
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transformation and the beginning of the elastic deformation of the

martensite. Alternatively, the curve could have continued along it's present
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Figure 43.1:  Uniaxial stress-strain plots for a polycrystalline CuZnAl shape memory alloy
specimen above the austenite finish temperature, Af. The plot demonstrates the asymmetry

between tensile and compressive loading at high and low strain rates.

path if the fully transformed martensitic structure reoriented itself. The
existence of plastic deformation is reaffirmed by the stress-strain behavior of
the compressive specimens. When the material was compressed to large
strains (8%), and unloaded, large permanent strains (nearly 7%) were left in
the specimen. In other words, the excessive plastic strains decrease the
magnitude of the recoverable pseudoelastic strains in CuZnAl to about 1%.
However, if the deformation was limited to 3% then the recoverable strain
magnitude is nearly 2.5% (figure 4.3.2). It is clear that the plastic strains mask

the thermoelastic nature of the martensite, hence decreasing recoverability.
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The onset of the transformation in the specimens is dependent on both

the applied stress state (tension or compression) and the strain rate

400 -
CuZnAl
T>A
& de/dt=10%"
&
g 0-
L
=
»
g
I i I i | [
-0.03 -0.02 -0.01 0.00 0.01 0.02 0.03

Axial Strain, e

Figure 4.3.2:  Cyclic (R = -1) stress-strain loops for a polycrystalline CuZnAl shape memory
alloy specimen above the austenite finish temperature, Af. The plot demonstrates the

existence of the pseudoelastic effect for strains up to 3% and the asymmetry between tensile and
compressive behavior during cyclic loading,.

(¢=10"s"1 or 1072571). For both strain rates a higher compressive stress is
needed to macroscopically trigger the stress-induced martensitic
transformation. Although this paper does not focus on the cyclic behavior of
CuZnAl, it should be noted that tension-compression asymmetry can also be
seen in R = -1 cyclic stress-strain loops (figure 4.3.2). The stress-strain results
for several different triaxial tests (Table 4.2.1) are presented in figure 4.3.3. For
the sake of clarity, some of the tests which produced similar resuits are not
included in figure 4.3.3. The stress-strain curves in figure 4.3.3 are cut off at

3% strain due to the continuity of the slopes in the post yielding regime. The
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unloading behaviors of the zero hydrostatic and triaxial compression tests are

the same as the pure compression test. Namely, quasi-elastic unloading with

;c? 300 +
2
5 |
73
§ 200 -
ﬁ :
v
2 g
é L4 —e- Pure Tension (#1)
I 100 aioghfoein - =~ Zero Hydrostatic (#2)
: — Pure Compression (#3)
—& Triaxial Compression (#5)
| { i
0.00 0.01 0.02 0.03

Effective Strain, ¢

Figure 4.3.3:  Effective stress-strain plots for a polycrystalline CuZnAl shape memory alloy
specimen above the austenite finish temperature, Af. The plot demonstrates the effect of

several different three dimensional stress states on the rans(ormation behavior.

large residual strains upon complete load removal from 8% strain. Once
again, small magnitude of recoverable strains is due to the decrease in
thermoelastic martensite. For comparisons sake, the results of the tension
and compression tests are included in figure 4.3.3. All of the triaxial stress
states in this study produced effective stress-strain responses in between
effective tensile and compressive responses of the material.

A composite plot of the effective stress at the onset of the

transformation (Gzﬁ) versus the hydrostatic stress at the onset of the

transformation (o07) is shown in figure 4.3.4. The transformation criteria [Sun
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and Hwang 1991, Boyd and Lagoudas 1996] which assume that increasing

hydrostatic pressure raises or lowers the stress at transformation (for positive
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Figure 4.3.4:  Plot of the effective stress at the onset transformation versus the hydrostatic
stress at the onset transformation for a polycrystalline CuZnAl shape memory alloy specimen

above the austenite finish temperature, Af. The negative sign in front of O'}}; converts the
hydrostatic pressure into hydrostatic stress.

and negative volume changes during transformation respectively) cannot
predict the experimental trends observed in figure 4.34. A study of the
transforming microstructure along with micro-mechanical modeling is
needed to help explain and predict stresé state effects in CuZnAl.

The effect of pure hydrostatic pressure on the deformation of CuZnAl
is shown in figure 4.3.5. The loading and unloading curves lie directly on top
of each other. The stress-strain behavior of CuZnAl is completely elastic up
to hydrostatic pressures of 700 MPa. The axial and diametral strain are nearly

identical with some texture effects providing the difference. The elastic
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behavior reveals that the hydrostatic pressure is not large enough fo raise M,

0.000 -
el Test #7
0001 de/dt = 10 Sl
T > A
o
°3: : :
.g 20,003
n
oo
0 200 400 600 800 1000

Hydrostatic Pressure, 6, (MPa)

Figure 4.3.5:  Response of a polyerystalline CuZnAl shape memory alloy, above the austenite
finish temperature, Af, to pure hydrostatic pressure. No stress-induced martensitic

transformation is observed for pressures up to 700 MPa. The difference in the axial, &1, and
diawmetral, €7 and £33, strains is an artifact of texture induced during the drawing of the bars.

to room temperature and thermally trigger the transformation; to reach room

temperature M, would have to rise by 35 °C. This fact, coupled with the
magnitude of the pressure change used in this study, Aoy, =~ 700MPa, indicate
that hydrostatic pressure has little effect on the M, temperature in CuZnAl.
The change in M, with purc hydrostatic pressure lies within the range 0.00 <
AM; / Aoy < 0.05 °C/MPa. The former bound indicates that M, increases for a
CuZnAl alloy with a negative volume change during transformation, while
the latter bound is formed by taking the ratio of the temperature raise needed
and the pressure applied. Since M, is rather insensitive to hydrostatic

pressure, it is further reaffirmed that the stress state effects experimentally
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observed here are caused by something other than the small hydrostatic

pressure induced changes in the Clausius-Clapeyron line.

44  MICROSCOPIC OBSERVATIONS

It has been determined that hydrostatic pressure differences between
stress states are not solely responsible for the stress state effects in CuZnAl.
Patoor and colleagues have postulated that the hydrostatic pressure effects are
being overshadowed by crystallographic effects unique to transformation
twinning [Patoor et al. 1994]. In a real CuZnAl grain, there are up to 24
different microscopic martensite plates, or crystallographic variants, which

can contribute to the macroscopic growth of the martensite [Schroeder and

Figure 44.1:  Scanning electron microscope image of several partially transformed CuZnAl
grains. The needle like lines are 2-D cross sections of martensite plates (variants). The raised
appearance of the plates is due to the deep etching of the parent phase. The picture
demenstrates that the formation of martensite variants between grains is highly dependent am
the crystallographic orientation of the grains.

Wayman 1979]. Although there are 24 variants available for transformation,
not all of these microscopic variants will contribute to the macroscopic
martensite growth. The applied stress state in a single crystal, or the internal
stress field in a polycrystalline material, favor the activation of a small

number of specific variants martensite [Schroeder and Wayman 1979].
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The number of variants activated per grain, and the activation of
different variants in different grains is demonstrated here in a scanning
electron microscope (SEM) micrograph. Figure 4.4.1 is a SEM micrograph of
the intersection of several grains of CuZnAl. The martensite plates are the
thin needlelike features on the image. The raised appearance of the plates
isdue to the deep etching of the surface. The micrograph clearly shows that
grains with different crystallographic orientations promote the growth of
martensite variants with different orientations. The variants which are
chosen for nucleation and growth are the ones which are oriented most
favorably with respect to the intergranular stress field. It is clear that about
two variants control the transformation from austenite to martensite.
Generally, the average number of active stress-induced variants per grain was
two. In very few cases there was only one dominant variant, and hardly ever

more than three dominant variants.

4.5 MICRO-MECHANICAL MODELING

Most of the 3-D transformation criteria which include a dependence on
the applied stress-state [Sun and Hwang 1991, Boyd and Lagoudas 1996] still
produce results which are contrary to experimental trends [Jacobus et al. 1996].
In both models” a single martensite plate (single inhomogeneity), and its
volume fraction evolution rate, control the transformation for the entire
polycrystalline constitutive element.  The simplification of a single
transforming variant cannot account for the directionality of twinning. The
reason that the transformation behavior cannot be smeared out at the
microstructural level is due to the directic)nality and low symmetry of
twinning. In a given twin system, twinning only occurs along the specified

direction. This is in contrast to slip where shearing may occur along

* The Boyd and Lagoudas model has the framework to consider several internal variables
(volume fractions of martensite in this case). However, they choose not to use several

martensitic volume fractions so that they can derive explicit constituative expressions for the
transformation stress-strain behavior.
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conjugate directions depending on the direction of the resolved shear stress.
This result has been micro-mechanically demonstrated by considering the
elastic strain energy created by twins in conjugatc directions [Kumosa 1991].
As a result, twin systems which activate under a particular stress state may
never activate under a different stress slate. Intuitively, this effect should be
averaged out in a polycrystalline specimen. However, the low symmetry of
the 24 twin systems in shape memory alloys prevent this [Patoor et al. 1995].
To better understand the origins of stress state effects in CuZnAl,
thermodynamics and the phenomenological theory of martensitic
transformations are used to develop a micro-mechanical model. In the case
where multiple variants are active, the total transformation strain rate in a

single crystal of the parent phase is:

Ef = g3 aff" (4.5.1)
n

where g is the magnitude of the shape strain, ag- is the orientation tensor of

the n® variant defined as: a,-’} z%(m}ln}! +m}-’n}'), f" is the volume fraction of

martensite for the n® variant, and m" and »" are unit vectors characterizing

the transformation direction and habit plane normal for the n® variant. The

parameters used to model this CuZnAl alloy are: »" = (0.200, 0.680, 0.705), "
= (0.182, -0.746, 0.641), and g = .19. The transformation direction and slip plane
normal for the other 23 directions are obtained through cyclic permutation.
The total transformed volume fraction of martensite in the crystal is the sum

of the individual martensile variant volume fractions:

f=2r (4.5.2)
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The total volume fraction of martensite cannot exceed 1, thus equation 4.5.2 is
restricted to £ <1. The summation only holds for martensite variants which
are currently active.

The isothermal transformation criteria for individual variants is

written as:

o502 (4.5.3)

et}

Where F, is an experimentally determined constant, and X; is the applied

stress state. The constant F, is analogous to the critical resolved shear stress
in the phenomenological theory of slip. It should be noted that the left hand
side of equation 4.5.3 may not be positive for a specific variant under a given
applied stress state. In this case, that particular variant is not available for the

transformation. The volume fraction evolution rate for the n' variant is

given as.

. 'y

n fJ i (4.5.4)
r= f

where f” is a constant which describes the “hardening” of the transtorming
variant. It quantifies the increase in the applied stress, Z;, necessary to
continue the transformation. In the present simulations the authors did not
account for variant interaction due to the complexity of the phenomenon. A
model for the interaction of martensite variants has been developed by Fassi-
Fehri and colleagues [Fassi-Fehri et al. 1987]. The interaction term does help
the micro-mechanical model to predict transformation stress-strain slopes

slightly better. However, the purpose of this model is to help understand
stress state effects in the early phases of the transformation, and not to predict

the shape of stress strain curves at higher strains.
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The previous relationships for the transformation criteria and flow
rate describe a martensitic transformation in a single crystal. In a
polycrystalline body undergoing a stress induced martensitic phase
transformation, there exists many single crystals {grains) which are oriented
favorably and unfavorably with respect to the applied stress state. The
misorientation will result in unbalanced transformation strain magnitudes
for neighboring grains. In turn, the difference in transformation strain levels
leads to local (position dependent) stress and strain fields throughout the
polycrystalline body. The self consistent method {Mura 1987] assumes that the
magnitude of the resulting internal stress and strain fields can be estimated by

the difference in the average transformation strain of the polycrystalline

matrix and the local transformation strain in any particular grain (E" -l

nw

The self consistent method then uses the mismatch strain (E" —¢g”

mn mn

) as the
eigenstrain for the Eshelby inclusion problem. Along with the elastic
constitutive relationship, this allows the derivation of a general relationship
relating average stress and strain of the polycrystalline body to the local stress
and strain in each grain. The most general form of the self consistent

equalion is given as [Mura 1987].

Eij =0;+ ijI[Skann(E:::n - ‘gr:n) - (E:'J - E;‘:)] (4.5.5)

where S is the Eshelby tensor [Mura 1987] and Cijui is the elasticity tensor.

The upper case symbols represent local stresses and strains and the greek
symbols represent average stresses and strain in the polycrystalline body.
Multiplying equation 4.5.5 by go and employing equations 4.5.1 and 4.54,

equation 4.5.5 can be written as:

n 4 n “1r ¥ s LT
8063 — 8% CisttStimn€mn + 84 Gk €t
. 2 n - 2 s 4.5-6
= fjm -8 angleklmnzamnfn +8 ag'ijlz azlfn ( )
n n
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Equation 4.5.6 is used to generate the polycrystalline stress-strain behavior for
CuZnAl shape memory alloys. Equation 456 is only implemented when the
first variant within a grain reaches the critical transformation value (equation
45.3). Additionally, the summations only hold for variants which
subsequently satisfy equation 4.5.3.

In its most general form, equation 4.5.6 represents a 24 by 24 system of
linear equations to be solved for each load increment in each grain. On
average, 100 to 1000 randomly oriented (o rotated) grains were used to
model a polycrystalline material. To simplify the Eshelby tensor the grains
were assumed to be spherical in shape. The variables on the left hand side of
the equation represent the known quantities at each load step, while the right
hand side carries the only unknown, the volume fraction evolution of

martensite, f*. For a given applied stress increment, d’ij: /™ is calculated for
each variant in every grain. Subsequently, equation 4.5.1 is used to calculate

the transformation strain increment in each grain, Eg . Finally, the values of

Efl are averaged to obtain &7

4.6  DISCUSSION

Figure 4.6.1 is a numerical simulation of the experimental rcsults
shown in figure 4.3.4. It is clear that the micro-mechanical model predicts the
general trends in stress state effects, however, it is still necessary to analyze
some of the microscopic factors which contribute to this agreement. Figure
4.6.2 is a plot of the average martensite volume fraction as a function of the
applied effective stress level. The model predicts that the evolution of
martensite will be quickest in pure tension, subsequently slower in triaxial
compression, and even slower in pure compression. This difference in
microscopic martensite evolution rates is one reason that the experimental

stress-strain plots are different for different stress states. For example, if the
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martensite is evolving faster in the case of pure tension then the

transformation strain will also accumulate faster, as seen in figure 4.3.3.

: CuZnAl, T> A, . ;
= : -~ (0.100 %

de/dt = "Slow" ' - (0.050 %
-—.— 0.025 %,

¥ (MPFa)

#6 [ #5
150 = _‘

Effective Stress at Transformation, g,

i I | | | | | i 1 I
-350  -300 -250 -200 -150 -100  -50 0 50 100

Hydrostatic Stress at Transformation, —c,Y (MPa)

Figure 4.6.1:  Plot of the effective stress at the onset of transformation versus the hydrostatic
stress at the onset transformation for a polycrystalline CuZnAl shape memory alloy. The plot
was generated from ettective stress-strain plots created using a self-consistent scheme similar to
the model of Patoor et al. 1994. The numerical model predicts the general experimental trends
observed in this CuZnAl alloy.

At the microscopic level, the differences in the martensite evolution
rates are due to the fact that in some stress states there are more martensite
variants available for the transformation. Recall that a variant is available for
the transformation if the left hand side of equation 4.5.3 is positive under the
applied stress state. Clearly from equation 4.5.3, the variants available under
tension will never activate under compression. For example, consider a
single cubic crystal of CuZnAl with the three cubic axes aligned along the
three principal stress axes. Under pure tension 16 of the 24 possible variants

are available for transformation. Conversely, under pure compression, only 8
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of the variants are available for transformation. The & variants which

0.4 —

— FPure TensionE (#1)
--------- Triaxial Compression (#6)
03 oo~ = - Pure Compression (#3)

CuZnALT>4A;
Self-Consistent Simulation;

.....
ot

Average Volume Fraction of Martensite, f

0.0

8] 100 200 300 400
Effective Stress, o, (MPa)

Figure 4.6.2:  Plot of the average volume fraction of martensite versus the applied effective
stress for a polycrystalline CuZnAl shape memory alloy. The plot was generated using a self-
consistent scheme similar to the model of Patoor et al. 1994. For the growth of martensite, pure
tension is the most favorable stress state while pure compression is the least favorable.

activate under compression will never contribute to the transformation
under tension and vice versa. Under any other three dimensional stress state
the number of active variants depends on the ratios and directions of the
three applied stresses. As the crystallographic orientation of the single crystal
is changed, with respect to the principal stress axes, the number of available
variants corresponding to a particular stress state changes.

The combination of many single crystals with different crystallographic
orientations creates a polycrystalline material which favors different stress
states. Using the present numerical model, it can be shown that the number
of variants which activate per grain in polycrystalline CuZnAl is also

dependent on the applied stress state (figure 4.6.3). The largest number of
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active variants occurs in tension, followed by triaxial compression, and finally
by compression. From figure 4.6.3 it is also clear that the average number of
active variants per grain quickly approaches about 2, as observed

microscopically (figure 4.4.1). The small offset in the curves at the very start

3.0

CuZnAl, T > A, |
2.5 |..... Self-Consistent Simulation | """

— Pure Tension (:#1)

Average # of Transforming Variants per Grain
—
8}
i

e Triaxial Compression (#6)
- ~-Pure Compres_sion (#3)
0.0 i |:{' I '
0 100 200 300 400

Effective Stress, 0, (MPa)

Figure 4.6.3:  Plot of the average number of active martensite variants versus the applied
effective stress for a polycrystalline CuZnAl shape memory alloy. The plot was generated
using a self-consistent scheme similar to the model of Patoor et al. 1994. At a given appled
stress level, pure tension activates the largest number of martensite variants followed by
triaxial compression and then pure compression.

of the transformation is due to the hydrostatic stress differences between the
stress states. When comparing tensile and compressive loading, the small
offset caused by hydrostatic differences between the stress states is quickly
overshadowed. In summary, the stress states which have a smaller average
number of variants transforming per grain (figure 4.6.3) clearly have slower
martensite growth rates (figure 4.6.2) and consequently higher offsct

transformation yield stress values (figures 4.3.4 and 4.6.1). The above
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argument which states that different stress states activate different quantities
of martensite variants during transformation is deemed here the
‘crystallographic’ stress state effect.

At this point it is useful to discuss the relationship of figure 4.6.1 to the
transformation behavior of other stress states as discovered in experiments
and predicted by continuum based models. Figure 4.6.1 predicts that pure
compression has the highest yield point and that pure tension has the lowest.
In addition, the stress-strain curves for the triaxial tests have yield points in
between the tensile and compressive behaviors. Although it is not shown on
figure 4.6.1, the model also predicted that pure hydrostatic pressure would
trigger the transformation at around 2900 MPa, and that negative hydrostatic
pressure would never cause the transformation. This indicates that, for large
changes in the hydrostatic pressure, the crystallographic model agrees with
experimental results and the continuum based models on the overall effect of
hydrostatic pressure on the transformation yield stress level. However, this
agreement breaks down for small changes in hydrostatic pressure (ie. the
hydrostatic pressures range in figure 4.6.1), where the continuum based
models cannot predict asymmetry between stress states. It should be noted
here that lowering the temperature or increasing the hydrostatic pressure are
thermodynamically equivalent. That is, along with the cffective stress,
hydrostatic pressure and temperature are both state variables which change
the free cnergy barrier to transformation.

It is now obvious that the primary advantage of the crystallographic
model is that it captures experimental stress state trends for any change in
hydrostatic pressures between stress states. This is due to the fact that the
crystallographic model microscopically accounts for both crystallographic
(number of transforming variants) and hydrostatic (volume change) effects
on stress states. It is important to note that the transformation behavior is
still dependent on the hydrostatic pressure as originally observed. More
specifically, increasing the hydrostatic pressure lowers the effective stress for

transformation while decreasing the hydrostatic pressure raises the effective
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stress necessary for transformation. However, it should be noted that the
dependence of the effective stress at transformation on the hydrostatic stress
is very small. At very high (positive) hydrostatic pressures the cffcctive
transformation yield stress approaches zero, while at very low (negative)
hydrostatic pressures the effective transformation yield stress approaches
infinity. Recall that this previous statement is only true since this CuZnAl
alloy undergoes a negative volume change during the transformation. It is
this response to hydrostatic pressure that may cause researchers to incorrectly
link the pure tension and compression asymmetry to hydrostatic stress
differences between the two stress states.

At the microscopic level, the crystallographic (number of transforming
variants) and hydrostatic (volume change) effects are clearly defined. When a
particular stress state is applied, and the transformation criteria is satisfied for
several preferred variants, the variants begin to transform. If the stress state
is crystallographically favored then more variants will activate than if it is
not. In general, the crystallographic effect favors stress states which have
dominant principal stresses in tension. Regardless of the number of variants
which activate, the hydrostatic pressure imposed on the individual variants
is also playing a role in the nucleation and subsequent transformation. If the
selected variants are attempting to expand while growing then the hydrostatic
pressure will hinder nucleation and growth. Conversely, if the selected
variants are attempting to contract while growing then the hydrostatic
pressure will promote nucleation and growth.

At the macroscopic level, it is insightful to simply "view" stress state
effects in this CuZnAl alloy as a balance between crystallographic (number of
transforming variants) and hydrostatic pressure (volume change) effects.
Both effects always play a role in determining the transformation stress-strain
response of the CuZnAl. The importance of one effect over the other
depends on the relative change in the hydrostatic pressure between the stress
states. For example, the difference in hydrostatic pressure (at the yield point)

between tension and compression is about 100 MPa. If the approximate scale
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for hydrostatic effects is taken to be about 2900 MPa, then the relative change
in hydrostatic pressure between tension and compression is about 3%.
Clearly, in this example, crystallographic effects are dominant and hydrostatic
effects are negligible. Figure 4.6.1 represents a section of the yield criterion
where crystallographic effects are more pronounced. If the horizontal scale in
figure 4.6.1 was increased by a factor of ten then the hydrostatic effects would
become more clear. The yield line would appear as a continuous curve
passing through the point with zero effective stress and -2900 MPa hydrostatic
stress. The yield curve would also bend up towards infinity as the hydrostatic
stress was increased. The kinks in the curve due to crystallographic effects
would be so small that they would become indistinguishable.

As a final note, it is obvious that the model predicts the general
experimental stress state trends. However, the magnitude of the asymmetry
between the yield points for different tests is slightly different in the model.
The difference in the locations of the triaxial data points, with respect to the
experimental points, is believed to be an artifact of texture. Additional
discrepancy is created in the transition from the single crystal behavior to the
polycrystalline behavior. The isotropic self-consistent method employed here
ignores stresses and strains caused by elastic property mismatch between
grains with different crystallographic orientations. At small transformation
strains, when elastic constraint dominates, this effect should not be ignored.
However, as a first approximation the isotropic self-consistent method still
produces very insightful results. Additionally, the model employed here is
restricted to strains less than about 3% since it does not account for plastic

deformation.

4.7 CONCLUSIONS

(1) The monotonic stress-strain behavior of CuZnAl (at a constant
temperalure above the martensite start temperature, and below the

martensite deformation induced temperature, M, <7 < My} is dependent on
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the applied stress-state. The stress necessary to macroscopically trigger a
perceivable transformation is 34 % larger in pure compression, versus pure
tension. Several other triaxial tests produced effective stress-strain plots with

yield points in between the tensile and compressive results.

(2)  Fure hydrostatic pressure was unable to experimentally trigger the
martensitic transformation up to pressures of 700 MPa. Form this, the change
in the martensite start temperature, M;, with pure hydrostatic pressure was
calculated to be within the range 0.00 < AM, /A6y, < 0.05 °C/MPa. Using a
numerical model it was predicted that the transformation should occur at a

hydrostatic pressure of 2900 MPa, and never occur under negative hydrostatic

pressures.

(3) It was numerically predicted and experimentally confirmed that on
average only 2 to 3 martensite plates (variants) per grain control the stress-
induced martensitic transformation. The orientation of martensite variants

which activate in different grains are since the martensite transforms to

accommodate the applied stress state.

4) Theories based on the volume change dusing the transformation or on
a single transforming martensite variant, are unable to properly predict
experimental stress state results in CuZnAl. A micro-mechanical self-
consistent model with up to 24 available martensite variants per grain was

able to capture the stress state effects.

(5)  Stress state effects in this CuZnAl alloy are a balance between
crystallographic effects (number of transforming variants) and hydrostatic
pressure (volume change) effects. The crystallographic effects are more
pronounced when two stress states have a small difference in hydrostatic
stress levels. The hydrostatic pressure effects become evident when there are

extremely large differences in hydrostatic pressures between stress states.
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CHAPTER 5: STRESS STATE EFFECTS IN POLY. NiTi

PREVIEW

A micro-mechanical model is used to uncover the origins of stress-
state effects on the forward stress-induced martensitic transformation in
polycrystalline NiTi. At the microscopic level the model considers a self-
accommodating multi-variant martensitic transformation. The model also
accounts for the unidirectional nature of the shear deformation across the
martensite habit plane which is responsible for the strong orientation
dependence of NiTi single crystals. To predict the macroscopic polycrystalline
stress-strain response, the model incorporates single crystal transformation
behavior and experimentally measured polycrystalline texture into the self
consistent formulation. The predicted results of the model are extremely
consistent with experimental findings on polycrystalline NiTi. Ultimately,
the unidirectional nature of the transformation coupled with strong
crystallographic texture are deemed responsible for stress state effects in

polycrystalline NiTi.

1.1 NOMENCLATURE

A, Austenite start temperature.

B Constant in the chemical free energy term.

Ci Elasticity tensor.

E,. Interaction Energy.
1

B = —\;g__{leitjrdv Average trans. strain in a single crystal of volume V.
1 i .

Ey= v({i—:ijdv Average total strain in a single crystal of volume V.

|

= 1
Ext}r v I E?dvp Average trans. strain in a polycrystal of volume V..
pD

= 1
E, =— [E,dV
K} ‘V‘p ]'£ y P

Average total strain in a polycrystal of volumne Vp.

Volume fraction of martensite in a single crystal.
Volume fraction of martensite in a polycrystal.

Volume fraction of martensite for the n variant.
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E" Thermodynamic driving force for the n't variant.

E. Critical driving force for the transformation.
g Transformation magnitude.
H™ Interaction energy matrix.
M, Martensite start temperature.
m Unit vector characterizing the transformation direction.
n Unit vector characterizing the habit plane normal.
Si Eshelby tensor.
T Test temperature.
T, Phase equilibrium temperature.
X, Y,z Coordinate system in the parent phase
oy Oricntation tensor of the n'™ martensite variant.
& Intrinsic transformation strain for the n" variant.
Ef,r Local transformation strain.
€ Local total strain.
€iiik Permutation tensor.
1l Shear modulus.
k4 Complementary free energy.
Oy Local stress.
1 . .

2= [odv Average stress in a single crystal of volume V.

Q
= 1
Eij = v I Zijdvp Average stress in a polycrystal of volume Vp.

pD
% Summation from 1 to m.
52 BACKGROUND

Shape memory alloys such an NiTi are rapidly becoming
technologically important engineering materials. To date, the applications of
NiTi range from pipe couplings and heat engines to kink resistant endoscopic
medical lools and orthodonic wires. At any rate, the use of NiTi has
expanded due to it's large recoverable pseudoelastic and shape memory
strains, along with it's excellent resistance to fatigue and corrosion. However,
there are several unresolved issues related to the mechanical behavior of
NiTi. For example, it is still necessary to thoroughly understand and quantify
the factors which govern stress state effects in NiTi (Orgeas and Favier, 1995:
Jacobus et a4l., 1996; Schetky, 1996; Plietsch and Ehrlich, 1997) Certainly, as NiTi
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becomes a candidate material for more geometrically complex engineering
components, the effect of different stress states on the mechanical behavior of
NiTi is becoming increasingly important.

At the single crystal level several experimental studies have shown
that the deformation behavior of NiTi is highly dependent on the applicd
stress state and crystallographic orientation (Miyazaki et al., 1984;
Chumlyakov et al., 1995 and 1996). Under tensile loading, the [111]
orientation is characterized as “soft” since it demonstrates extremely large
uniaxial transformation strains and low critical transformation stress levels.
Conversely, the [100] orientation is characterized as “hard” under tension
since it demonslrates small uniaxial transformation strain levels and begins
transformation at a significantly higher stress (Miyazaki ef al., 1984;
Chumiyakov et al., 1995 and 1996). Under compression the mechanical
behavior of NiTi single crystals is reversed, i.e. the [111] orientation is hard
and the [100] orientation is soft. It should also be noted that Chumlyakov and
colieagues (1995 and 1996) have concluded that intermediate aging
temperatures and times (1-1.5 hour @ 400-500°C) lead to a decrease in the
orientation dependence of the critical transformation stress level and a
weakening of the tension/compression asymmetry of any particular
orientation. However, this decrease in the orientation dependence of the
transformation parameters was only observed for intermediate precipitate
sizes (peak aging). When the specimens weren't peak aged the original
orientation dependence was observed. At any rate, the phenomenological
theory of martensitic transformations has proven somewhat effective in
modeling the tension/compression asymmetry and orientation dependence
of the deformation behavior of NiTi single crystals which are not peak aged
(Cizek, 1989; Buchhiet and Wert, 1994 and 1996).

The stress induced transformation behavior of polyerystalline NiTi has
also been observed to exhibit a dependence on the applied stress state. Several
researchers have concluded that when compared to tensile results,

compressive stress-strain plots demonstrate smaller recoverable strain levels,
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steeper transformation stress-strain slopes, and higher critical transformation
stress levels (Wasilewski, 1971; Orgeas ef al., 1995; Jacobus et al., 1996; Schetky,
1996; Plietsch and Ehrlich, 1997). In addition, it has also been observed that
the torsion transformation yield point is well below the tensile point in NiTi
(Melton, 1990). The effect of pure hydrostatic pressure on the stress induced
transformation in NiTi has been studied by Kakeshita and colleagues (1992).
It was determined that positive hydrostatic pressures slightly increase the
martensite start temperature in NiTi compared to its value at atfnospheric
pressure. Clearly, if the martensite start temperature is lower than the test
temperature then an extremely large hydrostatic pressure can trigger the stress
induced martensitic transformation in NiTi. The effect of three dimensional
stress states on the stress induced transformation in NiTi was recently studied
by the present authors (Jacobus et al., 1996). It was concluded that increasing
the hydrostatic pressure increased the effective stress level required to trigger
the transformation.

Although experimental stress state effects in both single crystal and
polycrystalline NiTi are well documented, there has been little or no attempt
to properly include these effects into recent phenomenological constitutive
modeling efforts (Brandon and Rogers, 1992; Sun and Hwang, 1993; Kafka,
1995; Barrett and Sullivan, 1995; Baburaj et al., 1996). Some of the more
comprehensive phenomenological models which include a dependence on
the applied stress state (Sun ef al., 1991; Boyd and Lagoudas, 1996) do not
properly predict fundamental stress state effects such as tension/ compression
asymmetry (Jacobus et al., 1996). The shortcoming of these phenomenological
models is that they overlook the underlying deformation phenomenon
responsible for stress state effects. With this, several researchers have “used
micro-mechanical modeling in order to incorporate the actual microscopic
deformation mechanisms into shape memory alloy constitutive models.
With the proper physical framework, it is expected that micro-mechanical
models can capture a wide range of experimentally observed macroscopic

deformation phenomenon such as stress state effects. Some of the earlier
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micro-mechanical models (Falk, 1989; Ono ef al., 1989) were successful in
predicting recoverable strain levels and critical transformation stress levels of
polycrystalline shape memory alloys from single crystal data. The single
variant model of Ono et al. (1989) considered the orientation dependence of
the transformation behavior of single crystals. However, it predicted that the
critical macroscopic stress level required for transformation in texture free
polycrystalline NiTi would be smaller in compression versus tension.
Unfortunately, all experimental observations on the deformation behavior of
NiTi follow the reverse of this predicted behavior (Wasilewski, 1971; Orgeas
et al., 1995; Jacobus et al., 1996; Schetky, 1996; Plietsch and Ehrlich, 1997). More
recent micro-mechanical models (Amrani, 1994; Patoor et al., 1996; Huang
and Brinson, 1997) are multi-variant transformation models with self-
accommodating variants. The multi-variant model of Patoor and colleagues
has been successful in predicting stress state effects in Cu-Zn-Al alloys
{Amrani, 1994; Patoor ef al., 1996; Gall et al., 1997) however, there has been no
attempt to quantitatively predict stress state effects in textured or untextured
NiTi.

With this background, it is clear that stress state effects in NiTi are not
properly accounted for. Consequently, the purpose of the present study is fo
provide a thorough understanding of the origins of stress state effects in NiTi.
Stress state effects in polycrystalline NiTi are certainly linked to the strong
orientation dependence of NiTi single crystals. Thus, stress state effects will
be studied by considering the microscopic aspects of the transformation
through a multi-variant micro-mechanical model. The model utilizes the
known constitutive behavior of NiTi single crystals, experimentally
measured polycrystalline texture, and the self consistent scheme. The model
is used to predict the constitutive response of polycrystalline NiTi undergoing
a forward stress induced martensitic transformation under different applied
stress states. To verify the predictions of the model, the results are critically

compared to previous experimental results of the present authors on
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polycrystalline NiTi (Jacobus ef al., 1996). As a first approximation, only

tensile and compressive loading will be considered.

53 MICRO-MECHANICAL MODELING

The framework of the micro-mechanical model used here to predict

the stress-strain behavior of polycrystalline NiTi is the phenomenological

Parent Phase

Martensite

>

Z m Transformation Direction

my and mx  Uniform Shear and Normal Expansion

n Habit Plane Normal

Figure 5.3.1: Transformation parameters in the phenomenological theory of martensitic
transformations. For this simple example the martensite is favorably oriented with respect to
the coordinate system chosen in the parent phase.

theory of martensitic iransformations. Figure 53.1 is a schematic of a
martensitic transformation in a single crystal of a parent phase. Following
figure 5.3.1, the habit plane of the transformation is defined as the plane

which remains undistorted during the transformation. The unit vector
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characterizing the normal of the habit plane is denoted as n. The
transformation direction is described by a unit vector denoted m. The
transformation in figure 53.1 can be broken into two components, a shear
along m, and an expansion perpendicular to the habit plane along m,. In the
case where several arbitrarily oriented martensite variants transform, the

average transformation strain is written as:
Ej = Sgoqf" = Tejf" (53.)
n

where g is the magnitude of the transformation, o is the orientation tensor

of the n™ martensite variant defined as o = z(mfn] + m"nf), &5

is the
intrinsic transformation strain of the n™ variant, and " is the volume
fraction of the n" variant. The crystallographic data for the 24 martensite
variants in NiTi are given in Table 5.3.1 (Matsumoto et al., 1987). These
transformation parameters are not valid for NiTi materials with intermediate
precipitate sizes (Miyazaki ef al., 1984). However, the heat treatment given to
the polycrystalline material to be modeled here (Jacobus et al., 1996) is not
capable of causing such intermediate precipitate sizes since the material is
annealed and never fully solutionized. To circumvent any arguments that
stress state effects may be linked to the volume change upon transformation,
the small expansion perpendicular to the habit plane has been removed in
table 5.3.1. Buchheit and Wert (1994) have performed a similar operation and
demonstrated that the volume change has a negligible effect on the predicted

transformation behavior of single crystal NiTi. The total transformed

volume fraction of martensite in a single crystal is the sum of the individual

martensite variant volume fractions:

f=Y (5.3.2)
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The total volume fraction of martensite cannot exceed 1, thus equation 5.3.1 is

only valid for f<1.

Transformation Direction, m

V# Habit Plane Normal, n
g =0.13078
1 -0.6889 -0.4044 0.2152 04114 -0.4981 0.7633
2 -0.4044 -0.8889 -0.2152 -0.4981 04114 -0.7633
3 0.8889 0.4044 0.2152 -0.4114 0.4981 0.7633
4 0.4044 (2.8889 -0.2152 0.4981 -0.4114 -0.7633
5 -0.8889 0.4044 -0.2152 04114 0.4981 -0.7633
6 0.4044 -0.8889 0.2152 0.4981 04114 0.7633
7 0.8889 -0.4044 -0.2152 -0.4114 -0.4981 -0.7633
8 -0.4044 0.8889 0.2152 -0.4981 -0.4114 0.7633

o

0.2152 0.8889 0.4044 0.7633 -0.4114 0.4981
10 0.2152 -0.8889 -0.4044 0.7633 04114 -0.4981
11 | -0.2152 -0.4044 -0.8889 -0.7633 -0.4981 0.4114
12 | -0.2152 0.4044 0.8889 -0.7633 0.4981 -0.4114
13 | -0.2152 0.888Y -0.4044 -0.7633 -0.4114 -0.4981
14 | -0.2152 -0.8889 0.4044 -0.7633 0.4114 0.4981
15 0.2152 0.4044 -0.8889 0.7633 0.4981 0.4114
16 0.2152 -0.4044 (0.8889 0.7633 -0.4981 -0.4114
17 0.8889 -0.2152 0.4044 -0.4114 -0.7633 0.4981
18 | -0.8889 -0.2152 -0.4044 0.4114 -0.7633 -0.4981
19 0.4044 0.2152 0.8889 0.4981 0.7633 -0.4114
20 | -0.4044 0.2152 -0.8889 -0.4981 0.7633 04114
21 (1.8889 02152 -0.4044 -0.4114 0.7633 -0.4981
22 | -0.8889 0.2152 0.4044 04114 0.7633 0.4981
23 | -0.4044 -0.2152 0.8889 -0.4981 -0.7633 -0.4114
24 0.4044 -0.2152 -0.8889 0.4981 -0.7633 04114

Table 5.3.1: Crystallographic data for the 24 martensite variants in NiTi (Matsumoto ef al.,
1987). The small expansion perpendicular to the habit plane has been removed (Buchheit and
Wert, 1584). ’

To derive a constitutive relationship for the transformation from the
parent phase to the martensitic phase a thermodynamical approach is
necessary (Sun et al, 1991; Amrani, 1994; Patoor et al., 1996; Huang and

Brinson, 1997). For a single crystal undergoing a multi-variant martensitic
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transformation, the complimentary free energy takes the following form
(Patoor et al., 1996; Huang and Brinson, 1997):

Y(Ey, Tf7) =B(T,-T)Xf" + %Zijciiklzkl +I; 265" + E-lv—gj;ciiefjrdV (5.3.3)
n n

where X; is the average applied stress, B is a constant, T is the test
temperature, T, is the phase equilibrium temperature, Cia 18 the elastic
constant tensor, gj is the local transformation strain, and G;; is the local stress

due to the martensite inclusions. From equation 5.3.3 it is clear that lowering
the temperature below T, or applying a stress equivalently raise the free
energy difference between the two phases and promote the forward
martensitic transformation. The only possible “barrier” to the forward
transformation is the integral term in equation 5.3.3. In shape memory alloy
constitutive models, this term is commonly called the interaction energy, E,,
(Amrani, 1994; Patoor et al., 1996; Huang and Brinson, 1997).  Micro-
mechanical derivations of the interaction energy have been completed for
both single variant (Sun et al., 1991) and multi-variant (Amrani, 1994; Patoor
et al., 1996; Huang and Brinson, 1997) constitutive models. Although there
has been some difficulty with the resulting sign of the interaction energy term
Sun et al., 1991), it is clear that at least one term in equation 5.3.3 must work
against the transformation. Without internal resistance to the
transformation, the martensite formation would be unstable and the true
stress-strain curves would demonstrate negative transformation slopes.

A micro-mechanical analysis can be used to prove that the interaction
energy does in fact restrain the forward transformation (i.e. the interaction
energy is negative). Consider a single variant transformation where the
resulting martensite variant is approximated as an ellipsoidal inclusion. For
simplicity, it can also be assumed that the martensite variant is oriented in

such a way that the resulting shear strain field is aligned with the coordinate
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axis chosen in the parent phase (i.e. the martensite in figure 5.3.1). Ignoring
the small expansion normal to the habit plane, the resulting transformation

strain is trivial to calculate, and interaction energy can be estimated as:

E o;eldV =%cuelzf (5.3.4)

int ZVQ gl

Considering that the shear moduli of the martensite is about half that of the

parent phase, the stress field in the martensite inclusion can bc written as

(Tanaka and Mura, 1982):

1
O = ‘"3‘11312 (5.3.5)

where 1 is the shear modulus of the parent phase. Equation 5.3.5 states that a
spontaneous local transformation strain will always give rise to internal
stresses which oppose the strain. By substituting equation 5.3.5 into equation

5.3.4 the following result is obtained for the interaction energy, E_

1
Eipe = —gu(su)zf (5.3.6)

Clearly equation 53.6 predicts that the interaction energy will always be
negative regardless of the magnitude or direction of the intrinsic
transformation shear strain.

Although the above result was obtained for a single, favorably oriented
martensite inclusion, the interaction energy must be negative even during a
multi-variant martensitic transformation. Patoor and colleagues (1996)
determined that for a multi-variant martensitic transformation, the

interaction energy can be approximated by a so-called interaction energy
matrix. With this, equation 5.3.3 becomes:
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W, T,f°) = B(T, - )5 %Eﬁ(jﬂmzkI +I,Tenfn - 3 HE (5.3.7)
n n

n,m

The interaction energy matrix, H™, is a matrix of positive constants which
represent the decrease in the complimentary free energy due to the formation
of multiple interacting martensite variants. The terms in H™ are a function
of the shear modulus of the parent phase, and the martensite variant
morphology. It is also important to note that the H™ matrix accounts for the
self-accommodation of the martensite variants, as will be further discussed.
Mutually transtorming variants n and m are considered perfectly self-
accommodating if the resulting net intrinsic strain tensor (g5 +€') has only

dilational components (Wayman, 1986). Consequently, the degree of self-
accommodation (strong versus weak) for imperfect self-accommodating
groups can be estimated through the magnitude of the shear terms in the net
intrinsic strain tensor. Martensite variants which are thermally induced into
NiTi form in nearly perfect self-accommodating three variant groups
{(Wayman, 1986). However, in the case of stress-induced martensites, it is
more appropriate to estimate the degree of self-accommodation between
random variant pairs rather than groups. As a first approximation it can be
assumed that two variants will either be strongly self-accommodating
(compatible) or weakly self-accommodating (incompalible). Although it is
possible to determine which variants will be compatible (have relatively
small net intrinsic shear sirains) by crystallographic inspection (Wayman,
1986), it is more systematic to use a modified version of the strain

compatibility equation (Amrani, 1994):

Sk Spar (Eijq ~ Eiajqg) = 0 (5.3.8)
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where ei'j‘ is the intrinsic transformation strain for the n® variant, s{? is the

V# 1 2 3 4|5 6 7 819 10 11 12]13 14 15 16|17 18 19 200121 22 23 24
Th I C 1|1 1T 1 C[IT T cCli|lc T T I]¢c 1 11
2 cIr1clcii1iI{c1i1iI1|{r1ciI1|ii11c
3} 1 c i1 1 c¢coa|lr 11l coroi1ll ¢
4l cIrcltrcri|rcriilrtrrc|liroc
57¢ 1 C = T 1 1 Clc 1T 1 1]c T T 1
611 C 1 C | C1I1 I 1|1 1 1C|I 1 C I
7lc 1 ¢ 1} . 11 Cc 1|1 C1 1|1 1 1
gl1 ¢ 1 ¢l 1 ¢c1 1|1 1cC 1 1 1 C
51T € 1 1 1] Ic c 1 1|1 ¢ 1 C I 1 1
of1 1 1 CjI 1 1 Cfe |CC 1 IfC 11 I C 1 1
mjr 1 cijcr 1 ifjeecelr 1cclrioec I 1 ¢ 1
2ic 11 1(r1crfeec el 1 cclroo 1 1 1 C
BT C T Il CTTlcc il ile T 1 1 T ¢ 1 1
1|1 1 1 c|1 11 clccitile 1 C 1 C I I 1
15{c 11 1|1 1 ¢c 1|1 1ccleecceceli 1c 1 1 C 1
6|1 I C 1{Cc 1 I I|I 1 CcCle e ¢l1 1 1 1 1 1 C
T[C 1T 1 1][¢c T 1T I]T¢c T ilcirt 1 EEl T C 11
1|1 I C 11 1 C 14jCc 1 1 1]I C 1 I : & ;C C I 1
vlrc1Ifr11cjr1ciI|rrcif |1 1 ccC
2011 I 1T ¢y €1 I}1 1 I C|I I 1 C} | |1 1 C C
2{C T L I|C T T 1|1 T I[T CTITlce

21 1 ¢ I1{I 1 CcI|lcCc1i1Iflc1 1 1lcc 1

{1 1 1 cCc|l1 ¢cI 1|1 1cCi1|l11c¢ci1l1i1c

241 ¢ 1 1|1 1 1 c|1 1 1cl111cClI1c

Table 5.3.2: Compatibility (H™) matrix for NiTi. The interaction energy mafrix, H™, is
created by assigning compatible variants interaction energies of C = 11/3000, and incompatible
variants interaction energies of I = p/750. The resulting 24 by 24 matrix can be directly
implemented into equation 5.3.13 where the summations over H* only hold for variants which
are currently transforming.

intrinsic transformation strain for the m™ variant, and € 1s the permutation

tensor.
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Martensite variants n and m which satisfy equation 5.3.8 have
compatible orientations o and of (strong self-accommodation). Variant
pairs n and m which do not satisfy equation 5.3.8 have incompatible
orientations ag and ag" (weak self-accommodation). Table 5.3.2 demonstrates

the compatibility matrix calculated for NiTi using equation 5.3.8 coupled with
the crystallographic data from table 5.3.1. In table 5.3.2, “I” indicates that two
variants are incompatible and “C” indicates that two variants are compatible.
Since the compatibility of variant pairs is proportional to the net intrinsic
shear strains, it follows that compatible variants will mutually transform
with small interaction energy magnitudes while incompatible variants will
mutually transform with large interaction energy magnitudes. As a first
approximation, the compatible variants are assumed to form with an
interaction energy on the order of C = 1/3000 while the incompatible
variants are assumed to from with an interaction energy about four times
higher, I = 1/750. These two values were estimated by using the previous
interaction energy values calculated for Cu-Zn-Al (Patoor et al., 1996) weighed
by the smaller transformation magnitude in NiTi. The values for Cu-Zn-Al
were calculated using a multi-variant micro-mechanical approach similar to
the one variant approach presented here (equation 5.3.6). It should also be
noted that if the transformation parameters are substituted into equation 6
then the magnitude of the interaction energy is on the order of 1/1000 for
one variant. The insertion of the C and I values into the compatibility matrix
converts table 5.3.2 into the interaction energy matrix, H™. The influence of
H™ on the transformation behavior will be further discussed as the model is
developed and utilized.

The thermodynamic driving force acting on the n martensite variant
is obtained by the partial differentiation of equation 5.3.7 with respect to the

volume fraction of martensite, f*;
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a¥

F' =
of"

=B(T, - T)+ Z;ef - LH™f™ 2 F, (5.3.9)
m

When the thermodynamical force acting on the n” variant, F, is greater than
a critical value, F,, the transformation from the parent phase to the
martensitic phase proceeds for the n™ variant. Assuming that a linear
relationship exists between the critical stress and temperature required to
induce the transformation, the constants F. and B can be uniquely
determined from two experimental tests. The most effective way to
determine the constants is from a room temperature tensile test and a stress
free cool down test. The constants should be determined at the single crystal
level, however, their magnitude can be estimated by using polycrystalline
data and considering extremely small offset levels. For the modeling results
presented here, the constants F. and B were estimated from previous
polycrystalline tensile test results (Jacobus et al.,, 1996). The data for the
polycrystalline NiTi which will be used is as follows: M, = -18.1 °C, A =-03
°C, T, =-92°C, and I, ~ 400 MPa (at deviation from linearity). Utilizing
these values, equation 5.3.9, and assuming that at least one favorably oriented
variant (g5 = 0.5g) begins to transform at the first deviation from linearity,

the following parameters are determined for the modeling of NiTi: B ~ 0.607
MPa/°C and F, ~ 5.4 MPa.

The role that the interaction energy matrix, H™, plays in the
transformation criteria (equation 5.3.9) is critical. The relative magnitudes
between the terms in the interaction energy matrix account for the self-
accommodation of the martensite variants. For example, consider that due to

an increasing applied stress level variant 1 is the first variant to satisfy
equation 539 (ie. it has the highest Z;el value at a constant test

temperature). Subsequently, it can be assumed that variant 1 evolves to a

specific volume fraction denoted f!. Then consider a sccond variant, say

variant 10, which is favored for subsequent transformation (ie. it has the
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second highest Eiief; value). If variants 1 and 10 are compatible then HY1 ig

relatively small and the H''f' term will not affect the transformation
driving force (equation 5.3.9) for variant 10. However, if variants 10 and 1 are
incompatible then H'! is relatively large and the transformation driving
torce for variant 10 will be significantly reduced by the presence of variant 1.
Appropriately, variant 10 may not subsequently transform even though it is
favored by the applied stress state since it is not compatible (or strongly self-
accommodating) with variant 1.

The volume fraction evolution rate of the martensite, ", s

determined from the consistency condition:

] L | <L | <L . .
.+ "+ 1T==BT+ el =YH"™f™ =0
oz, o T ot i~ 2 (5.3.10)

Solving for f* the following result is obtained:
= T H™[£,eT - BT] (5.3.11)

After the transformation criteria is satisfied, equation 5.3.11 determines the
volume fraction evolution rate of the martensite for the n® variant. In
equation 5.3.11 the magniludes of the terms in the H™ matrix account for the
experimentally observed hardening behavior of single crystal shape memory
alloys (Chumlyakov et al., 1995 and 1996). If the values in H™ are set to zero

then the single crystal stress-strain curves will have zero slope. As the values

within H™ are equivalently increased, the slopes of the single crystal

transformation stress-strain curves will increase. It should be kept clear that

the magnitude of all the terms in H™ are responsible for the hardening of

the single crystal stress-strain curves, while the relative magnitudes hetween

the terms in H™ account for the compatibility of variant pairs. Equations
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5.3.1, 532, 53.9, and 5.3.11 completely describe the forward multi-variant
stress induced martensitic transformation for a NiTi single crystal. When
equation 5.3.9 is satisfied for n variants, equation 53.11 determines the
volume fraction evolution rate for the variants and equation 5.3.1 yields the
resulting transformation strain.

In a polycrystalline body undergoing a stress induced martensitic phase
transformation, there exists grains which are oriented favorably and
unfavorably with respect to the applied stress state. This misorientation
results in unbalanced transformation strain magnitudes for neighboring
grains. In turn, the difference in transformation strain levels leads to local
stress and strain fields throughout the polycrystalline body. The self
consistent method can be used to estimate the magnitudes of the internal
stress and strain fields in the polycrystalline body. This is accomplished by
using the difference in the average transformation strain in a hypothetical
isotropic polycrystalline matrix and the local transformation strain in any
particular grain as the eigenstrain in the Eshelby method (Mura, 1987).

In the most general form, the incremental self-consistent relationship

is written as (Mura, 1987):
2ij = fij + Ciju[smmn(Egm - Ert:m) - (EE; - Etj ] ' (5.3.12)

where Z; and Ej are the average stress and transformation strain magnitudes
in a single grain, ¥; and E; are the average stress and transformation strain
magnitudes in the polycrystalline body, and Sji 1s the fourth order Eshelby
~ tensor. By multiplying both sides of equation 5.3.12 by &j, and incorporating

equations 5.3.1 and 5.3.9, the following result is obtained:

SH™ + BT =2]F, + SQ}CW{SW(E ed 9 - “ﬁgfp) —(Tedfd - ﬁg)] (5.2.13)
n q q
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where 3 and 3 represent summations from 1 to m and 1 to g respectively.
m q

Equation 5.3.13 is the form of the self consistent relationship that is used to
generate the polycrystalline stress-strain behavior for NiTi shape memory
alloys. Equation 5.3.13 is only implemented when the first variant within a
grain reaches the critical transformation value (equation 5.3.9). Additionally,
all summations only hold for variants which subsequently satisfy equation
5.3.9.

When n martensite variants have satisfied the transformation criteria
(equation 5.3.9), equation 5.3.13 represents a n by n system of linear equations

to be solved for every load increment in each grain. For an untextured
material, 2000 randomly oriented (a{} rotated) grains are used to model a

polycrystalline material. When a textured material is modeled, the grain
orientations are extracted from experimental pole figures using popLA, a

texture analysis software. The grains were assumed to be spherical in shape.

For a given average stress increment, Eij, equation 5.3.13 is used to calculate

f* for each transforming variant in every grain. Subsequently, the

incremental form of equation 5.3.1 is used to calculate the transformation

strain increment in each grain, Ef]r Fina]ly, the values of Ef; are averaged to

obtain Efjr . The solution method is of the pure incremental (Euler) type since

the average transformation strain from the previous load increment is used
to calculate the average transformation strain of the current step. However,

the accumulated errors are minimized by choosing extremely small applied

average stress increments (I = 0.2 MPa).

54  TEXTURE ANALYSIS

To properly use the current micro-mechanical model to predict the

experimental stress-strain behavior of polycrystalline NiTj, it is first necessary
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to quantify the crystallographic texture of the candidate mechanical test
specimens. The samples employed for the texture analysis were obtained
from previous NiTi mechanical test specimens of the present authors
(Jacobus et al., 1996). Prior to mechanical testing the samples from the
experimental study were cold drawn, anncaled, straightened, centerless
ground, aged .25 hours at 550 °C, and machined into dogbone specimens with
the loading axis parallel to the drawing direction. The details of the
mechanical testing conditions are covered in a recent publication (Jacobus et
al., 1996). Since the authors are only concerned with the overall orientation
distribution of the grains in the polycrystalline NiTi specimen, the method
chosen here to determine the crystallographic texture is x-ray diffraction. The
experimental pole figures resulting from the x-ray analysis are presented in
figures 54.1a and 5.4.1b. Figure 5.4.1a is stereographic projection of the
intensity of reflections from the {110} crystallographic planes, while figure
54.1b represents the intensity of reflections from the {100} planes. The
experimental pole figure resulting from the {111} reflections was also
measured, but is not shown here. Figures 5.4.1a and 54.1b are both
presentedin times-normal format, where the center of both figures represents
a direction parallel to the loading axis of the test specimens. From the
experimental pole figures it is clear that a strong crystallographic texture is
present in NiTi.

Along the loading axis, figures 54.1a and 54.1b demonstrate that
compared to a polycrystal with a random distribution of grain orientations,
there is about 1.5 times the expected {110} reflections, and less than .44 times
the expected {100} reflections. To obtain discrete information from the
experimental pole figures it is necessary to combine the information stored in
the three figures using the texture analysis software popLA. First, using the
three experimentally measured pole figures, the orientation distribution
function (ODF) is calculated for the NiTi specimen. Following this, the ODF
is used to create a data file consisting of about 2,000 grains with individual

Euler angle triplets and corresponding weights. To verify the ODF and the
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resulting Euler angles, the grains with large weights were used to create a

d.0e
z.28
1.9
1.3
1.00
B
58
A

(0

Figure 5.4.1: a. Normalized experimental {110} pole figure. b. Normalized experimental (100}
pole figure. c. Discretized {100} pole figure derived from figures a, b, and the {111} pole figure.
The experimental figures were all taken from a polycrystalline NiTi sample with the reference
direction (the center of the projection) chosen parallel to the loading axis of the specimen.
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discretized {100} pole figure shown in figure 5.4.1c. As expected, figure 5.4.1c
predicts the locations of the strong reflections present in the experimental
{100} pole figure shown in figure 5.4.1b.

The effect of crystallographic texture on the deformation behavior of
polycrystalline alloys is dependent on the observed anisotropy at the single

crystal level. Table 5.4.1 demonstrates the maximum value of the orientation

Maximum ag value

[1 0 0] direction

[1 10} direction

[11 1] direction

Tension

0.21

0.41

0.45

Compression

0.40

0.37

0.25

Table 5.4.1: Maximum value of the orientation tensor (maximum resolved shear stress factor)
for several crystallographic orientations of NiTi.

tensor, 0@}, (maximum resolved shear stress factor) for several different
crystallographic orientations. The values are determined from the data in

table 5.3.1. Under a specific applied stress state, large oy values correspond to
soft cryslallographic orientations while small oy values correspond to hard

crystallographic orientations. From table 5.4.1 it is clear that if crystallographic
texture is developed in any of the three directions, the transformation will be
heavily biased with respect to the loading direction. Notably, a major texture
in the [111] or [100] directions would create a larger bias than a texture in the
[110] direction. With this it is quite obvious that the deformation behavior of
polycrystalline NiTi is quite sensitive to crystallographic texture. Using the
popLA software is was determined that parallel to the loading direction the
major texture was of the {110} <111> type. Since this crystallographic
orientation is soft in tension and hard in compression (table 5.4.1), the texture
analysis qualitatively predicts that transformation in tension is favored over

transformation in compression in these polycrystalline NiTi test specimens.
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55  DISCUSSION

Before analyzing the results of the micro-mechanical model it is
important to briefly discuss the origin of stress state effects in NiTi single
crystals as predicted by the phenomenological theory of martensitic
transformations. Assuming that the initial test specimen is martensite free,
the uniaxial transformation criteria for the n® martensite variant (equation

5.3.9) can be written as:
B(T, - T)+ X808, = F. (55.1)

For the following discussion, it is assumed that the test temperature remains
fixed and that the chemical free energy term behaves as a constant that can be
combined with F.. Equation 5.5.1 is unique since it only allows the n® variant
to transform if the resolved shear stress (neglecting the small volume change)
is along the same direction as the prescribed twin direction. If the two
directions do not coincide, then the left hand side of equation 5.5.1 will always
be negative and will never overcome the positive constant E. This is in
opposition to the case of slip where conjugate slip directions are allowed and
the left hand side of equation 5.5.1 is contained within an absolute value
function.  The unidirectional nature of twin formation has been
experimentally observed in NiTi single crystals under different stress states
(Chumlyakov et al., 1995 and 1996). In addition, it has been proven that for
BCC materials such as NiTi, conjugate twins are forbidden since the resulting
stored elastic strain energy is higher when the shear strain is along a direction
opposite to the prescribed twin direction (Kumosa, 1991).

Figure 551 demonstrates the effect of the unidirectional
transformation criteria on the stress-strain behavior of NiTi single crystals
under different stress states. In the schematic both crystals are oriented along
the [100] direction, however, the crystal on the right is loaded in compression

while the crystal on the left is loaded in tension. The trace of the habit plane
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(elliptical curve) and the prescribed transformation direction (solid arrow) of

the first variants to satisfy equation 5.5.1 are shown at the center of both

z, I?.Z_l..f_f)‘ | 2y
=B(T-T) A —
d) 5l---- ~———
L
N n
P ! ; N
2 : - 4%
NF 26 47 E, (%)
[100] Single Crystal
NiTi f
M ' Zy;

Figure 5.5.1: Schematic demonstrating the origin of stress state effects in a single crystal of
NiTi.

specimens.  The conjugate (forbidden) transformation directions are
demonstrated by dashed lines. Under compression variant #1 (see table 5.3.1)
is the first variant to satisfy equation 5.5.1. Since the habit plane of variant #1
is oriented close to 45°, variant #1 is favorably oriented with respect to the
loading axis, i.e. I(x}ll Is large. Consequently, under compression, the critical
transformation stress level is small and the transformation strain magnitude
is large. However, if a crystal of the same orientation is loaded under tension
the resolved shear stress acting across the habit plane of variant #1 is along
the dashed line. Since transformation along this direction is not energetically
favored, variant #1 will not activate under tension. Instead, the first
variantto satisfy equation 5.5.1 under tension will be variant # {see table

5.3.1). Unfortunately, variant 2 is not favorably oriented with respect to the
loading axis, i.e. Iocfll is small. Consequently, under tension, the critical

transformation stress level is large and the transformation strain magnitude

is small.
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To study the effect of the applied stress state on the deformation
behavior of polycrystalline NiTi it is necessary to analyze the predictions of
the micro-mechanical model. Figure 5.5.2 demonstrates the predicted stress-

strain curves for both textured (solid lines) and untextured {(dashed lines)

1000 I _1 , I =
: Compression : P
(1]
&
2 :
8
H : : :
D 400 b TOOSIOM
.g v i .
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: ; ‘s Modeling Results
g POl stalline NiT : g hesuits
200 Folyerystalline NiT 1 259¢, B 0,607 MPa/°C
- = « Untextured , F =54 MP?‘
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Figure 5.5.2: Modeling results for polycrystalline NiTi demonstrating the effect of the
experimentally measured texture on the predicted stress-strain curves.

NiTi. The textured results were generated by implementing the 2000 discrete
grain orientations (figure 5.4.1c) extracted from the experimental pole figures
while the untextured results represent a body containing 2000 randomly
oriented grains. In the untextured case, the stress-strain curves demonstrate
low levels of asymmetry between tensile and compressive loading. In fact, at
the macroscopic level, transformation in compression occurs at a slightly
lower stress level than transformation in tension. This is consistent with the
predictions of Ono et al. (1989) on untextured polycrystalline NiTi. However,
when the crystallographic texture is implemented into the model the

locations of the tensile and compressive stress-strain curves are reversed. In
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the textured case the compressive stress-strain lies slightly above the

untextured curve, while the textured tensile curve is well below the

1000 = ; =T
Texfured :
E : i :
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; F.=5.4MPa —o-11/3000 /750
- 1/30000 /7500
0.00 0.0 0.02 0.03 0.04 .05

Uniaxial Strain, Z,; (MPa)

Figure 5.5.3: Modeling results for polycrystalline NiTi demonstrating the effect of various
interaction energy magnitudes on the predicted tensile stress-strain curves.

untextured tensile result. For the remainder of this discussion, the textured
results will be utilized since they best represent the actual experimental NiTi
test specimens.  Most of the transformation modeling parameters (m, n, g
F., and B) are taken from experimental results on polycrystalline (Jacobus et
al., 1996) and single crystal (Matsumoto et al., 1987) NiTi. The only
parameters estimated from an analytical standpoint are the terms in
interaction energy matrix, H™. Since H™ is not an experimental parameter
per se, it is appropriate to study the effect of varying H™ on the predicted

polycrystalline stress-strain behavior.  Figure 553 demonstrates the

variations in the tensile stress-strain behavior as a function of C and I, the
constants which represent the interaction energies of the compatible and

incompatible variants within H™. From figure 5.5.3 it is clear that altering
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the magnitudes of the C and I terms has a profound effect on the predicted
tensile stress-strain behavior. For this discussion, the values C = u/3000 and

I= /750 are chosen as the “reference” constants (solid circles in figure 5.5.3).

1000 , i i i
Textured ;
Polycrystallme NiTi : _,_,-'—”"H—'F
U : ompression ~=*
fi: 600 __/,.--' ,,,,,,,,,,,, :
@ Tenswn
o BT e m e L e e dmmab m e mimm e =
@
5 00 e b _
P
5 i :
200 ..~~~ Experimental Results --—Modelmg Results ]
de/dt=10%" T=25°C  T=25°C, B = 0607 MPa/°C
M, =-18.1°C, A,=-0.3°C E =54 MPa
0 l i | i
0.00 .01 0.02 0.03 0.04 0.05

Uniaxial Strain, |E,, |

Figure 5.5.4: Comparison of modeling results with experimental results for polycrystalline
NiTi.

As the values of C and I are equivalently decreased (C = p /30000 and I
= W/7500) the predicted polycrystalline stress-strain curve demonstrates a
slightly smaller transformation stress-strain slope. If the magnitudes of C and

I are equivalently increased above the reference value (C = n/1000, pand I =

/250, p) the slopes of the transformation stress-strain curves dramatically

increase. Since the magnitudes of the constants C and I quantify the

hardening behavior of single crystals, the above effect is consistent with
expectations. A more interesting effect is discovered if the values for C and I
are switched. By switching the magnitudes of the two terms, variants which

were found to be compatible are now treated as incompatible variants and
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vice versa. The stress-strain curve corresponding to this situation is shown
by the hollow circles on figure 5.5.3. When the incompatible (non self-
accommodating) variants are biased for joint transformation, the stress-strain
curve shows considerably more hardening over the case where the
compatible variants are allowed to transform together (solid circles). At any
rate, the chosen values for C and I yield reasonable stress-strain predictions
thus they will be used for the remainder of the discussion.

At this point it imperative to discuss the relationship between the
predictions of the micro-mechanical model and the experimentally observed
mechanical behavior.  Figure 554 gives a comparison of previous
experimental slress-strain curves (Jacobus et al., 1996) (dashed lines) and the
predicted stress-strain curves (solid lines) for textured polycrystalline NiTi.
The experimental and predicted stress-strain curves demonstrate considerable
asymmetry between tensile and compressive loading. Both the predicted and
experimental curves show that under compression, the transformation
occurs at a higher stress level and with a larger transformation stress-strain
slope.  Although the model does not capture the exact shape of the
experimental stress-strain curves, it does an excellent job predicting the
overall asymmetry between tensile and compressive loading. Under tensile
loading the model predicts that the transformation will occur with a very
small transformation stress-strain slope. This observation is consistent with
the experimentally observed transformation slope under tension. Under
compression, both the experimental and modeling results show that the
transformation proceeds with considerable hardening when compared to the
tensile results. The model also does a fairly good job predicting the difference
in the critical macroscopic stress required to induce transformation in tension
versus compression. In the small strain regime the tension/ compression
asymmetry is slightly larger in the experimental results versus modeling
results. This is an artifact of the self-consistent averaging scheme which is
only an approximation of the real polycrystalline behavior. At any rate, the

model is extremely valuable since it can predict the strong asymmetry
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between tensile and compressive loading given constants experimentally

determined exclusively under tensile loading.
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Figure 5.5.5: Plot of average volume fraction of martensite versus the applied uniaxial stress
level as predicted by the model.

Although it is clear that the micro-mechanical model predicts the
proper experimental trends, it is still necessary to analyze some of the
microscopic factors (as predicted by the model) which lead to this agreement.
Figure 5.5.5 is a plot of the average volume fraction of martensite in the
polycrystalline body, f, , versus the average applied uniaxial stress level.. The
average volume fraction of martensite in the polycrystalline body represents
an average of the individual volume fractions of martensite, f, in the 2000
grains. Under tension the model predicts that once the applied stress reaches
a critical macroscopic value, the martensite evolves very quickly with respect
to a small increase in the applied stress level. Conversely, under
compression, the martensite evolves as a much weaker function of the

average applied stress level. At any rate, there is considerable asymmetry
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inthe average macroscopic evolution rate of martensite in tension versus
compression. The strong difference in martensite evolution rates under
tension and compression (figure 5.5.5) is clearly responsible for the

asymmetry observed between the tensile and compressive stress-strain curves
(figure 5.5.4).
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Figure 5.5.6: Plot of average number of active martensite variants per grain versus the applied
uniaxial stress level as predicted by the model.

The difference in martensite evolution rates in tension versus
compression is strongly linked to stress state effects at the single crystal level.
Figure 5.5.6 demonstrates the average number of aclive variants per grain
(variants which are undergoing a forward of reverse martensitic
transformation) versus the applied uniaxial stress level. At the microscopic
level the transformation is triggered at the same applied stress level under
tensile and compressive loading. However, the number of variants
transforming under tension quickly exceeds the number of variants

transforming in compression. On average, at 450 MPa every grain is
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transforming under tension, while only about 65% of the grains are
transforming under compression. When a large number of grains are
favorably oriented for transformation under tension then there is a high
probability that somewhere in the gage section all of the grains will
simultaneously begin to transform. This localized deformation sometimes
leads to the propagation of a macroscopic parent/martensite phase boundary.
Notably, under tensile loading, phase boundary motion (Luders deformation)
has been experimentally observed in polycrystalline NiTi (Shaw and
Kyriakides, 1997).

Figure 5.5.7: Scanning electron micrograph of polycrystalline NiTi deformed under tension. The
number of stress induced martensite variants per grain is between one and two.

As the applied stress is increased, the number of transforming variants
under compressive loading eventually surpasses the number of transforming
variants under tension. However, at this point, most of the grains in the

tensile specimen are fully martensitic and the number of variants
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transforming under tension begins to level off and eventually decrease. The
maximum number of active variants per grain in both cases is about 1.5. This
small number of active variants per grain is consistent with microstructural
observations in deformed polycrystalline NiTi. Figure 55.7 is a scanning
clectron micrograph of deformed NiTi. Etching has been used to reveal the
martensite plates. As predicted by the model, figure 5.5.7 demonstrates that
most of the grains contain at least one, and sometimes two martensite
variants. It is also interesting to note that under both tensile and compressive
loading the micro-mechanical model predicts the local unloading
(untransforming) of martensite variants.  The untransformation of
martensite variants is caused by the strong local stress field generated in a
polycrystalline body. The effect of the local unloading on the macroscopic
stress-strain response is small, and probably very difficult to measure
experimentally, but nonetheless is predicted by the model.

In summary, it is clear that polycrystalline NiTi responds differently
under tensile and compressive loading because of unique crystallographic
effects. When a polycrystalline aggregate of NiTi single crystals (grains) is
drawn, a crystallographic texture is induced that orients more single crystals
favored for transformation in tension versus compression. Consequently, at
the microscopic level, a larger number of variants activale under tension
versus compression. This leads to a faster macroscopic martensite evolution
rate under tension, resulling in a lower critical transformation stress level
and a smaller transformation stress-strain slope. Since most of the NiTi used
in applications today is drawn into wire or bar stock, texture induced tension-
compression asymmetry is certainly an important phenomenon. At this
point it is still necessary to better quantify the relationship between different
amounts of cold work (% reduction) and different heat treatments (precipitate
sizes) on tension/compression asymmetry. However, these topics are issues

that must be resolved in future research efforts.
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5.6 CONCLUSIONS

1. A multi-variant thermodynamically based constitutive model is used
to predict the stress-strain behavior of textured polycrystalline NiTi
undergoing a forward stress-induced martensitic transformation. The
transformation criteria of the micro-mechanical model accounts for the
observed unidirectional nature of the shear deformation across the
martensite habit planes. Aside from the previously determined
crystallographic transformation data, only two experiments are required to
determine the modeling constants; a uniaxial tension test and a stress free

cool down test.

2. Using a pair interaction scheme two distinct interactions are predicted
between the 24 NiTi martensite variants. Some variants are found to
strongly self-accommodate (incompatible variants) while others are found to
weakly self-accommodate (compatible variants). Using an interaction energy
matrix the model accounts for self-accommodation by promoting the mutual
transformation of compatible variants and hindering the mutual
transformation of incompatible variants. If the incompatible variants are
allowed to transform together then the predicted transformation stress-strain

behavior demonstrates excessive hardening.

3. For a randomly oriented polycrystal the model predicts that the applied
stress state has a negligible effect on the resulting stress-strain behavior.
When experimentally measured crystallographic texture of the {110}<111>
type is incorporated into the micro-mechanicai model, it is found that
transformation in tension is strongly favored over transformation in
compression.  As experimentally observed, the model predicts  that
transformation in tension is macroscopically triggered at a lower applied
stress level and subsequently proceeds with a smaller transformation stress-

strain slope.
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4. The model predicts that a more abrupt martensite evolution in tension
versus compression is responsible for the asymmetric tensile/compressive
stress-strain responses. The quicker martensite evolution rate under tension
is further attributed to the fact that more grains {or martensitc variants) are
favorably oriented for transformation in tension versus compression. Under
tension the large percentage of favorably oriented variants per grain indicates
that there is a high probability for the simultaneous yield of all grains across a
portion of the gage section. Under Lhese localized conditions, it is predicted

that macroscopic phase boundary motion may occur in polycrystalline NiTi

under tensile loading.
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CHAPTER 6: MODELING THE EFFECTS OF AGING IN NiTi

PREVIEW

Transmission electron microscopy is used to determine the
microstructures of a Ti - 50.8 at% Ni alloy given different aging treatments.
Two different peak-aging treatments are shown to result in finely distributed
semi-coherent Ti;;Ni,, precipitates with a length ranging from 50 nm to 200
nm depending on the aging temperature. For these peak-aging treatments,
strong strain fields are clearly visible on the TEM micrographs. An Eshelby
based model is used to predict the local stress fields due to the differences in
the lattice parameters of the precipitates and surrounding matrix. The
position dcpendent local stress fields are then resolved onto the 24 different
martensite correspondence variant pairs (CVP's). It is further demonstrated
due to the unique orientation relationship that exists between the precipitate
variants and the martensite CVP’s, the local resolved shear stresses are
extremely large on some CVP’s and negligible on others. When the Ni rich
NiTi is over-aged, it is found that the precipitates coarsen to approximately
1000 nm, they become in-coherent, and the local stress fields disappear. It is
also determined that after over-aging the average composition of the matrix

drops from 50.8 at% Ni to approximately 50.4 at% Ni.

6.1 BACKGROUND

Over the last two decades, many research efforts have focused on
characterizing martensitic transformations in NiTi. Consistent with the
groundbreaking studies on the mechanisms of plastic slip, most researchers
have turned to single crystal NiTi materials. Experimental studies on single
crystal materials are extremely useful because they allow the study of
fundamental deformation mechanisms without the influence of grain

boundary strengthening or crystallographic texture. At this time, martensitic
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transformations in solutionized NiTi are well characterized. Nearly ten years
ago it was proposed that in solutionized NiTi the thermally induced self-
accommodating microstructure consisted of multiple threc plate groups
(Wayman, 1986). At that time, this result was not understood since a four
plate group resulted in a more perfect self accomumodating structure (the
average shear strains in the group are zero). With the help of high resolution
transmission electron microscopy, it is now known that the three variant
groups form through an autocatalytic process (the growth of one plate induces
the nucleation of the other two plates). This process leads to the less than
perfect self-accommodating plate groups experimentally observed in
solutionized NiTi (Madangopal, 1997).

The transformation parameters for martensitic transformations
(twinning mode, habit plane, orientation relationship, magnitude and
direction of shape strain) are well documented for solutionized NiTi
(Matsumoto et al., 1987). From the aforementioned study the lattice invariant
shear in solutionized NiTi has been identified as type II twinning. Thus the
individual martensite plates in NiTi consist of a stacking of different type II
twin related variants. Consequently, it is appropriate to refer to different
martensite plates formed in NiTi as correspondence variant pairs (CVP’s)
rather than martensite variants (Buchheit and Wert, 1994), Although
martensitic transformations in solutionized NiTi are relatively well
understood, there still exists many unresolved issues related to aged
(precipitated) NiTi materials. For some time it has been known that
materials without structural defects, such as very thin films, may never form
martensite even if the measured martensite start temperature of the bulk
material is high. This is due to the fact that the nucleation and growth of
martensite is usually heterogeneous and when defects or precipitates are
present they will control the martensitic transformation (Hornbogen, 1985). It
is also worthwhile to note that when NiTi is used in engineering applications
it is frequently given some type of aging (or annealing) treatment which

sometimes results in a precipitates microstructure.
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By utilizing different soak temperatures and hold times, peak-aging
heat treatments can be used to tailor the properties of shape memory alloys
such as the two-way shape memory effect (Honma, 1986) and pseudoelasticity
(Miyazaki et al., 1982). Since aged Ni rich NiTi alloys typically have
transformation temperatures near room temperature, they have been
extensively used in applications and consequently are a strong focus of
current research efforts. The precipitation processes in Ni rich NiTi alloys are
well documented (Beyer et al. 1986; Nishida et al., 1986). In addition to the
equilibrium precipitates (TiNi,), Nishida and colleagues determined that
there are several quasi-stable precipitates which form in Ni rich NiTi. All
present research eflorts agree that the precipitation of coherent or semi-
coherent Tij;Ni,, (sometimes referred to as Ti,Ni,} precipitates leads to a large
change in the macroscopic mechanical properties of Ni rich NiTi alloys. It is
proposed here that heat treatments of this nature should be referred to as
peak-aging treatments since they lead to the most drastic changes in the
mechanical properties of NiTi. Table 6.1.1 outlines the required temperatures
and times, observed microstructures, and thermally induced transformation
characteristics of aged NiTi. The second row in Table 6.1.1 outlines the
published heat treatments which lead to the precipitation of semi-coherent
Tij,Ni,, precipitates in NiTi alloys with approximately 51 at% Ni. Three
other heat treatments are possible: a solutionized state, an under-aged state, or
an over-aged state. In Table 6.1.1, under-aged materials are not considered,
since no work has been published on them. It should be noted that the aging
treatments in the last two rows of Table 6.1.1 are performed on NiTi that
exists in the solutionized state.

Metallurgical studies have uncovered several of the fundamental
characteristics of martensitic transformations in peak-aged NiTi. Nishida
and Wayman (1988) have proposed that peak-aged NiTi undergoes several
premartensitic transformations. Upon cooling, the complete transformation
sequence was determined to be: parent phase (B2) -> incommensurate phase

(distorted cubic) -> commensurate phase (thombohedral) -> martensitic phase
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(B19’). It is worthwhile to note that the above solid state reactions occur in
increasing order of displacive magnitude, and that the distorted cubic phase

transformation is usually negligible (Nishida and Wayman, 1988). For this

Approximate Material Material Transformation
Heat Treatment Condition Microstructure Characteristics
Heating
T~840K-1273K Precipitate Free M->A
t ~ 1 hour solutionized Supersaturated NiTi
Water Quench (Recrystallization) Cooling
M<- A
T~673K Heating
t~1-50hours Finely Distributed M->A
T~773K-830K peak-aged Semi-coherent
t ~ 1 hour Ti;Ni,, Precipitates Cooling
Waler Quench M<«<R<A
Heating
T~773K Coarsened M->A
t> 15 hours over-aged Incoherent Tiy,Ni,,
Water Quench Precipitates Cooling
M<-R< A

Table 6.1.1: Three different aging treatments for NiTi alloys with approximately 51 at% Ni.
The heat treatments cited represent the combined results of several researchers on both
polycrystalline and single crystal NiTi (Todoroki and Tamura, 1987; Nishida and Wayman,
1988; Abujudom et al. 1990; Chumlyakov and Starenchenko, 1995)

reason, this transformation has not been indicated in Table 6.1.1. Treppmann
and Hornbogen (1995) have proposed that the disperse structure of
dislocations and precipitates promote the R-phase transformation
(rthombohedral) and impede the martensitic phase (B19’). It has also been
concluded that the precipitates in aged.NiTi have a dramatic effect on the
martensitic transformation (Nishida et 4l., 1988). They determined that
during cooling the martensite plates in peak-aged NiTi do not form in the
traditional three plate (CVP) groups originally observed by Wayman (1986).
In peak-aged NiTi the thermally induced martensite morphology appeared to
be dominated by one plate growing from each of the precipitate variants.

They also determined that the martensite in aged alloys was comprised of
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compound twins (internal defects on (100) planes) rather than type II twins
(internal defects on (110) planes). Notably, it has been shown that the
transformation habit piane for compound twinning is slightly different than
the habit plane for type II twinning in NiTi (Miyazaki et al., 1984).

At the single crystal level the effects of aging on martensitic
transformations in NiTi have been modeled to some degree. It has been
proposed thal recoverable strain levels are smaller in peak-aged specimens
because the detwinning of internally faulted martensite is inhibited.
Buchheit and Wert (1996) developed a single crystal constitutive model
which includes both the transformation strains due to the phenomenological
theory of martensitic transformations (CVP formation), and CVP detwirining.
When detwinning was prohibited in their model, the predicted recoverable
strains were on the order of previously reported experimental results
(Miyazaki et al., 1984) for peak-aged single crystals. The aforementioned
model and the study by Treppman and Hornbogen (1995) are the only works
to date which model martensitic transformations in aged NiTi. Clearly then
it is necessary to better understand the effect of different aging treatments on
martensitic transformations in NiTi. Consequently, the present study will
focus on properly explaining the effect of precipitation on critical
transformation stress levels, G, and martensite start temperatures, M., in
NiTi. The results of the study will be presented in two separate reports. The
present paper will model the effect of aging on 6, and M,. Chapter 7 will use
the modeling results presented here to critically discuss experimental results
on aged single crystal and polycrystalline NiTi. This research is superior- over
previous research efforts since it relates the micro-mechanisms of aging to the
macroscopic deformation behavior, allowing for the extension of the results

to other NiTi alloy systems. The goals of the chapter are explicitly outlined
below:

1. Determine the precipitation structure in Ni rich NiTi subjected to

several distinctly different aging treatments including both peak-aged and
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over-aged cases. Experimentally determine the decrease in the average Ni

concentration of the matrix after over-aging.

2. Discuss the local stress fields and morphological changes associated
with the precipitation of Ti;Ni, in Ni rich NiTi alloys. Use micro-
mechanical modeling to predict the local resolved shear stress fields on the 24
martensite correspondence variant pairs (CVP’s) near the coherent or semi-

coherent precipitates in peak-aged NiTi.

6.2 EXPERIMENTAL TECHNIQUES

Polycrystalline samples were electro-discharge machined from 1”
diameter cylindrical bars purchased from Spccial Metals Corporation. The
bars were cold drawn, centerless ground, straightened, and annealed. The
polycrystallinc samples were given a 2 hour solutionizing (recrystallization)
heat treatment at 1273 K. The heat treatment was performed in evacuated
quartz tubes which were quenched and broken in ambient temperature water.
The average grain size of the polycrystalline material was determined to be
about 20 pm. Bars from the same material batch were melted in ingots and
used to produce single crystal NiTi specimens. The single crystals were grown
using the modified Bridgeman technique in an inert gas atmosphere.
Following growth, the crystals were homogenized at 1273 K for 24 hours in a
vacuum furnace and quenched into ambient temperature water, leaving
them in the solutionized state. The compositions of both the single crystal
and the polycrystalline materials were found to be approximately Ti - 50.8 at%
Ni. |

The solutionized polycrystalline and single crystal samples were then
given subsequent aging treatments. The aging treatments were chosen to
yield distinctly different microstructures. The four heat treatments utilized in
this study were: as solutionized, aged 1.5 hours @ 673 K, aged 1 hour @ 773 K,
and aged 15 hours @ 773 K. Table 6.1.1 lists some of the expected
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characteristics of NiTi in the different aged states. When the material is
quenched from a high temperature it is left in the solutionized
(supersaturated) state (row 1 in Table 6.1.1). The 15 hour treatment at 773 K
leaves the material in the over-aged state (row 3 in Table 6.1.1). The two
remaining heat treatments both leave Lhe material in the peak-aged state (row
2 in Table 6.1.1). However, the 673 K heat treatment will result in a R-phase
transformation that is separated from the martensitic transformation.
Conversely, the 773 K heat treatment will result in a R-phase transformation
which is closer to the martensitic transformation (Nishida and Wayman,
1988). TEM specimens of NiTi were prepared by thinning slices down to 150
pm with a 3HNO, + 2H,0 + 1HF solution, punching 3 mm disks, and twin jet
electropolishing with a 20% H,SO, - 80% methanol solution. A Hitachi 8100
operated at a nominal accelerating voltage of 200 kV was used to examine the

precipitate structure. T.ocal composition measurements werc made with a

Phillips EDX detector.

6.3 MICROSTRUCTURE IN AGED NiTi

The microstructure in aged Ni rich NiTi depends on the aging
temperature, hold time, alloy composition, and prior cold work (Treppmann
et al., 1995). Figures 6.3.1 (é—d) are transmission electron microscope (TEM)
images of the NiTi microstructure after peak-aging (la-1c) and over-aging 1d
heat treatments. Figure 6.3.1a is a two-beam bright field imaged of a sample
aged for 1.5 h @ 673 K. On the micrograph there is a strong contrast that
surrounds the precipitates which indicates that internal (local) strain fields
are present. The strain ficlds are caused by the difference in the Ilattice
parameters of the Ti;Ni,, precipitates and the surrounding NiTi matrix.

Figure 6.3.1b shows a larger magnification of the precipitates in tigure 6.3.1a.

The precipitates are about 75 nm (.075 um) in length, which indicates that
they are semi-coherent in this fully recrystallized matrix (Treppmann et 4l.,

1995). In Figure 6.3.1b the strong contrast due to the lattice mismatch strains
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is still visible. The next micrograph (Figure 6.3.1¢) is a weak beam TEM
picture of NiTi aged for 1 h @ 773 K. The weak beam TEM image is superior

Figure 6.3.1: Microstructures in aged Ni rich NiTi: (a and b)aged 1.5h @ 673K, (c) aged 1h @

773K, (d) aged 15 h @ 773 K. Figure c is a weak beam TEM image. The volume fraction of the
precipitates in the over-aged material was determined to be approximately 0.074.

over a two-beam bright field image when attempting to determine the aspect
ratio of the precipitates or the morphology. In a weak beam TEM image the
contrast due to the surrounding strain fields is greatly decreased due to the
choice of the diffracting beam. Consequently, the strain fields surrounding
the precipitates are much stronger than Figure 6.3.1c indicates. At any rate,
the precipitates in Figure 6.3.1c are about 50 nm in length. The aspect ratio of

the precipitates appears to be about 7 (nm/nm). Since smaller precipitates are
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always more coherent, clearly the 1.5 @ 673 K heat treatment results in
stronger local strain fields compared to the 1 h @ 773 K heat treatment.

Figure 6.3.1d is a TEM micrograph of over-aged Ni rich NiTi (15 h @
773 K). The strong strain fields which were present in Figures 6.3.1(a-c) are
completely absent in Figure 6.3.1d. Consequently, the coarsened precipitates
in Figure 6.3.1d (length of about 1000 nm) are fully incoherent. This is
consistent with the observation that Ti;Ni, precipitates completely lose
coherency with a fully recrystallized matrix at an average size of 300 nm
(Treppmann et al., 1995). In general the singe crystals showed an even
dispersion of all four variants of the Ti,,Ni,, precipitates. Since they were
aged in a stress free and undeformed state this is consistent with expectations
(Li and Chen, 1997). It should be noted that in general Figures 6.3.1 (a-d) do
not always show four precipitate variants. This is due to the fact that the
inclusions sometimes represent several different variants which are
indistinguishable in certain cross sections. The polycrystalline and single
crystal materials given equivalent heat treatments all demonstrated very
similar average precipitate sizes. However, it will be noted that in the
polycrystalline material the precipitate structure in several grains sometimes
appeared to be dominated by a single precipitate variant. In addition, there
were some grains that has a sparse distribution of precipitates. The reason for
the heterogeneous precipitate distribution is most likely due to the effects of

intergranular constraint or local composition gradients.

6.4  MODELING TRANSFORMATIONS IN SOLUTIONIZED NiTi

To model the martensitic transformation at the “macroscopic” level, it
is most appropriate to use the phenomenological theory of martensitic
transformations (Lieberman et al., 1955). Matsumoto and colleagues (1987)
have determined the habit plane and transformation direction for the 24
correspondence variant pairs CVP’s in NiTi (Table 64.1). In Table 6.4.1, the

transformation direction is indicated by the unit vector m, and the habit
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plane is indicated by the unit vector h. The magnitiide of the transformation
is g = 0.13. To obtain the orientation tensor (Schmid Factors) for the n®
martensite CVP in the global parent phase (B2) coordinate system, the

following relationship is used:

o = %(h?m}‘ +him}") (6.4.1)

Buchheit and Wert (1994 and 1996) have noted that the small volume change
during the transformation has a negligible effect on the predicted
transformation behavior and can be ignored. With this, it is possible to
calculate the resolved shear stresses on different CVP’s due to an external
stress applied to a single crystal of Nili. For the n® martensite CVP the

resolved shear stress is given by:

n

T = Gijaii (6.4—2)

Is5—¢

When the resolved shear stress on a particular CVP is greater than the critical

resolved shear stress, T, then the transformation proceeds on that CVP:

Trss—e 2 Terss (T, Cp) (6.4.3)

Equation 6.4.3 is directly analogous to the Schmid-Boas Law in single
crystal slip theory. For martensitic transformations in solutionized NiTi Terss
is a strong function of several variables, primarily the current test
temperature, T, and the concentration of nickel in the alloy, c;. It should also
be noted that as the test temperature reaches the deformation induced
temperature M;, some so-called non-Schmid effects may affect the
transformation. This is due to strong interactions between slip and the

martensitic transformation near this temperature. At any rate equations 6.4.2
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and 6.4.3 provide reasonable predictions for the orientation dependence of the

CVP Number Habit Plane, h Shear Direction, m
1 (-0.868, -0.414, 0.269) [0.458, -0.443, 0.771]
2 (-0.414, -0.868, -0.269) [-0.443, 0.458, -0.771]
3 (0.868, 0.414, 0.269) [-0.458, 0.443, 0.771]
4 (0.414, 0.868, -0.269) {0.443, -0.458, -0.771)

30771

45

. (0269, [0.771, -0.458, 0.443]
10 (0.269, -0.868, -0.414) [0.771, 0.458, -0.443]
11 (-0.269, -0.414, -0.868) [-0.771, -0.443, 0.458]
12 (-0.269, 0.414, 0.868)

[-0.771, 0.443, -0.458]

7 (0,868, -0.269, 0.414) [-0.458,0.771. 0.
18 (-0.868, -0.269, -0.414) [0.458, -0.771, -0.443]
19 (0.414, 0.269, 0.868) [0.443, 0.771, -0.458]
20 -0.414, 0.269, -0.868) [-0.443, 0.771, 0.458]

OB e

Table 6.4.1: Transformation parameters for the B2 -> B19’ martensitic transformation in NiTi
(Matsumoto et al. 1987). CVP stands for correspondence variant pair.

critical stress levels, 6, required to trigger the transformation in solutionized
NiTi (Chumlyakov et al., 1996). The temperature dependence of 1. follows
a linear distribution in resolved shear stress-temperature space between M,
and M, (Clausius-Clapeyron relationship). It will be noted the slopes of the

Clausius-Clapeyron lines in o, versus temperature space will be different for
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different crystallographic orientations. However, if a single crystal shape
memory alloy system obeys the Schmid law then the linear distribution of
T.ss 85 @ function of temperature will be the same for all orientations. As the
test temperature approaches the martensite start temperature, M,, the critical
resolved shear stress, Tq, is zero. Consequently, at M, the stress required to
trigger the transformation will be negligible in solutionized single crystals, It
should be noted that a finite value is often reported at M, and this value is
due to the strain offset method often used to determine G- If the
temperature is subsequently dropped below M, then the transformation will

proceed on all 24 CVP’s in solutionized NiTi.

6.5 MODELING PHILOSOPHY IN AGED NiTi

The experimental results in chapter 7 demonstrate that equation 6.4.3
cannot always be used to predict the orientation dependence of the critical
transformation stress levels, o, in aged NiTi. In addition, NiTi which is
given different aging treatments demonstrates different values of M, and o,
(at a given test temperature). In order to properly model the influence of
aging on o, and M, in NiTj, it is first appropriate to discuss precipitation in
Ni rich NiTi. The coherent Ti,Ni,, precipitates are disk shaped with a
normal that is parallel to the [111] direction in both phases (Li and Chen, 1997
I ). With this, and the fact that the disks have rotational symmetry, it is
clear that the precipitates have 8 possible crystallographic variants. By further
considering the mirror symmetry of the disks about their normal, the
number of unique precipitate orientations is reduced to four. Figure 65.1
schematically demonstrates a slice of aged NiTi parallel to the [101];, plane.
The schematic is directly analogous to the TEM micrograph of peak-aged
single crystal NiTi in figure 6.3.1c. In Figure 65.1, the thinner (angled)
lenticular inclusions are cross sections of the disk shaped precipitates parallel
to their normal. The slightly wider (horizontal) lenticular inclusions are

cross sections of the precipitates at an angle offset from their normal. It
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should also be noted that only three different precipitate variants are visible

on Figure 6.5.1. This is because the horizontal inclusions represent two

Stress Fields in B2 Matrix Due to
Differences in Elastic or Thermal

Properties between Precipitates

and Matrix Loss of Coherency and

Generation of Dislocations

Disperse Structure of
Precipitates

Decrease in Ni Concentration

[101] B2 of B2 Matrix During Aging

[101] 4, [010]z,  Stress Fields in B2 Matrix Due
to Lattice Mismatch Strains
From Coherent or Semi-coherent
Precipitates

Figure 6.5.1: Schematic of possible stress fields and morphological changes associated with
Ti;;Ni,, precipitates in Ni rich NiTi.

different precipitate variants which are indistinguishable from each other in

this particular cross section.

There are several microstructural changes due to the precipitation that
may alter ¢, and M; in NiTi. It should be noted here that a increase in M, is
the same as a decrease in o, (at any test témperature) as predicted by a shift of
the Clausius-Clapeyron line in stress-temperature space. When coherent or
semi-coherent precipitates arc formed a strong local stress field is developed
in the NiTi matrix due to the mismatch in lattice parameters of the
precipitates versus Lhe matrix (Figure 6.5.1). These local stress fields result in

local resolved shear stresses on martensite CVP’s and thus create preferential
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nucleation sites for the martensitic transformation. However, during aging
there usually exists a critical particle size at which the precipitates completely
lose coherency with the matrix (Hornbogen, 1985). As this critical size is
approached, dislocations are generated around the precipitates, and the stress
fields due to the lattice mismatch strains are weakened (Martin, 1980). During
aging the Ni rich NiTi matrix is also depleted of Ni (Figure 6.5.1). A decrease
in the Ni concentration from 51 at% to 50 at% has been shown to raise M, in
solutionized NiTi as much as 120 K (Duerig and Pelton, 1994). Thus a change
in the nominal composition of the matrix (the only material which
undergoes the martensitic transformation) will affect the transformation if
the Ni loss is significant. The final change that may alter 6, and M; in aged
NiTi is a difference in the thermal or elastic properties of the precipitates and
the matrix (Figure 6.5.1). When the bulk material is uniformly stressed or
cooled, the difference in these properties will generate local disturbance stress
tields in the NiTi matrix (Mura, 1987).

Although the aforementioned mechanisms will all effect the
martensitic transformation to some degree, it is proposed that only two of
them will significantly affect 6, and M, in NiTi. Li and Chen (1997 I, II) have
ignored the effect of elastic and thermal property mismatch between the
matrix and the precipitates and have successfully modeled the growth of
these precipitates under stress. Thus, in this analysis, the elastic and thermal
properties of the matrix and the precipitates will be assumed to be the same.
In addition, the discussion will not consider the effect of the disperse
structure of the precipitates per se. Calculating the stress fields resulting from
precipitate interactions is not necessary to examine the effect of precipitation
on 6., and M,. However, it will be noted that any model which hopes to
predict the subsequent growth of martensite plates through an aged
microstructure must consider the disperse structure of the precipitates. 1n
this paper, only the critical transformation parameters (stress, temperature) as
a function of aging treatment will be considered. It should also be noted that

this discussion will only consider the martensitic (B2->B19") transformation.
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The effect of the preceding R-phase transformation on the subsequent
martensitic transformation will not be considered. Treppmann and
Hornbogen (1995) have noted that the R-phase transformation occurs in aged
NiTi simply because of the disperse structure of the precipitates. In their
calculations they did not consider the effect of the R-phasc on the martensitic
transformation. In addition to this, Nishida and Wayman (1988) have
concluded that the R-phase is not precursory to the martensitic
transformation. With this, the variables which are proposed to strohgly affect
Sy and M, in aged NiTi alloys are: 1. The generation and subsequent
degeneration of strong local stress fields due to the transition from coherent
to incoherent precipitates, 2. The depletion of Ni in the matrix surrounding

the precipitates.

6.6 MODELING THE EFFECT OF COHERENT PRECIPITATES

Figure 6.6.1 is a schematic of the proposed effect of the local stress fields
from the coherent or semi-coherent precipitates on the martensitic

transformation. In addition to the resolved shear stress due to the external
loading, 17 ., there now exists a resolved shear stress due to the local stress

fields around the precipitates, a so-called internal resolved shear stress, Tr,_;.
As a first approximation the micro-mechanical modeling here will assume
that the martensite which forms in the matrix surrounding the precipitates is
the same as the martensite which forms in solutionized NiTi. That is, the
modeling will ignore the observed formation of compound twins in- aged
NiTi as observed by Nishida et al. (1988). In Figure 6.6.1 an average internal

resolved shear stress is also defined. This average internal resolved shear

stress, T, ; is necessary to properly estimate the effect of the precipitates on
the macroscopic critical stress, O, and temperature, M;, required Lo trigger

the transformation. The volume, V, is chosen in a region where the

martensite is expected to nucleate and grow. With this choice, Trsei 18
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expected to give a first order approximation of the effect of the precipitate

stress fields on the macroscopic critical transformation parameters. Using a

Figure 6.6.1: Schematic of the proposed effect of local lattice mismatch strains (stresses) an
martensitic transformations in aged NiTi.

pointwise maximum stress value would not properly consider the fact that
the martensite must be able to grow into a favorable stress field after
microscopic nucleation. In addition, averaging the internal stress field over
the entire volume does not properly consider the observed heterogeneous
nucleation and growth characteristics of martensite plates. With this,

equation 3 can be modified for peak-aged NiTi single crystals:

n

Trss—e + Trssmi 2 Terss (T Cni) ’ (6.6.1)
The above equation states that the transformation will proceed when the sum
of the internal and external resolved shear stresses is greater than a critical
value. Equation 6.6.1 does not hold in a strict sense since it is difficult to
precisely calculate the internal (local) resolved shear stress fields on the

individual martensite CVP’s. However, approximate values of the local
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stress fields can be used along with equation 6.6.1 to estimate the effect of
coherent or semi-coherent precipitates on the critical transformation stress
level and martensite start temperatures.

The local stress fields outside the precipitates are caused by the lattice
parameter mismatch which exists between the coherent or semi-coherent
precipitates and the matrix. The general philosophy of the model proposed
here is to use the difference in the lattice parameters of the two phases (Li and

Chen, 1997-1I) as the eigenstrain for a disk shaped inclusion in an infinite

elastic matrix:

0014 0 0
€= 0 0014 0 (6.6.2)
0 0 —0.029

The above eigenstrain is only valid in the principal coordinate frame fbr the

disk shaped precipitate: [110],, [112]5,, and [111],. It will be noted that the
modeling is aimed at predicting the effect of aging on transformation stress
levels and temperatures at the onset of the transformation. Thus, the local
stress fields from the lattice mismatch in equation 6.6.2 are exclusively
considered here. As the martensite grows the lattice mismatch strains and
local stress fields will change. Near the completion of the transformation the
local stress fields will be governed by the lattice mismatch between the
precipitates and the B19" martensite. These newly formed stress fields are
responsible for the inhibition of detwinning and will also control the reverse
transformation upon unloading. At any rate, the precipitates were assumed
to be elliptical (oblate spheroids). The chosen length scale of the precipitates
does not affect the modeling per se. However, the aspect ratio has a profound
effect on the stress fields so it is important to consider the aspect ratio which
was observed in the micrographs. For the two peak-aging treatments the
aspect ratio of the precipitates was measured to be about 7 (Figure 6.3.1¢c). In

addition, choosing an elliptical geometry is critical since a simplified spherical
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geometry will not yield the expected strong position dependent (r, 6) stress
tields.

Given the elliptical geometry, the elastic constants of the two
mediums, and the eigenstrain (equation 6.6.2) it is possible to calculate the
local stress and strain fields outside of the disk shaped precipitates (Mura,
1987):

£;" " (r,8) = Dyy(r, 0)ef, 6 (r,0) = Ce*(r,0) (6.6.3)

where C,, is the elasticity tensor, Dy (r, 8) the Eshelby tensor for the exterior

stress field, and (r, ) indicates that the quantities are dependent on the
position outside of the precipitate. Given the geometry of the precipitates and

the symmetry of the eigenstrains, the local stress fields only depend on r and

0 as indicated in Figure 6.6.1. The Eshelby tensor for the exterior stress fields,

Dy (r, 9),-is derived by using Green'’s functions and depends on the distance
from the precipitate, the precipitate geometry, and the elastic constants of the
precipitate. For the elliptical geometry chosen Dy (r, 8) is quite complex
(Mura, 1987) and solving for the stress and strain fields in equation 6.6.3 is
rather computationally intensive.

To estimate the effect of 0“};"“1 on the martensitic transformation, it is
appropriate to calculate the local resolved shear stresses acting on the 24
martensite CVP’s near the precipitate, 1%, .. Once again it will be noted that it
is assumed that the martensite which forms in the aged NiTi matrix is the
same as the martensite which forms in solutionized NiTi. The first step in
the calculation is to use equation 1 to calculate the orientation tensors for the
24 martensite CVP’s. Then the 24 orientation tensors are transformed from

the global coordinate system into the precipitate coordinate system

(a;}' = AyhyOg, where A; is the rotation tensor between the two coordinate
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frames). Finally, the local position dependent resolved shear stresses acting
on the 24 martensite CVP’s surrounding the precipitates are calculated

through the following relationship:

local

Tres—i (T, 8) = 07N (r, 0)0rf (6.6.4)

Although there are 4 different precipitate variants, only one variant will be
analyzed in this paper. The local stress fields outside the other three variants
of the precipitates are the same, and are not necessary to draw the conclusions
made in chapter 7 It should also be noted that precipitate interactions were
not considered here. It is clear that the neighboring precipitates will affect the
local stress and strain fields. However, the calculation of these local
interactions is more pertinent to the subsequent growth of the martensite and

not the critical transformation stress levels and martensite start temperatures
in NiTi studied here.

Figures 6.6.2 (a-d) are representative local resolved shear stress, Tres—i
contour plots around the precipitates. The stress fields are resolved onto
several different martensite CVP’s (n = 4, 6, 11, 20) in order to demon.strate
that not all martensite CVP’s experience the same local stress distributions
due to the coherent precipitates. The plots (and Lhe precipitates themselves)
are axis-symmetric about the [111] direction and posses mirror symmetry
across the (111) plane. It should also be noted that the resolved shear stress
fields are representative of perfectly coherent precipitates. As the precipitates
coarsen, dislocations are generated, the precipitates become semi-coherent,
and the stress fields are weakened (Marfin, 1980). From the plots it is clear
that the stress fields are usually largest right next to the precipitates and
quickly diminish away from the precipitate. However, it is also clear from
section 3 that the precipitates are rather close together. Hence, the stress fields
due to the precipitates will overlap and only the resolved shear stress

contours relatively close to the precipitate will control G, and M.
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Figures 6.6.2 (a-d): Predicted resolved shear stress fields outside of perfectly coherent
precipitates due to lattice mismalch strains. As the precipitates grow larger than 10 rm they
become semi-coherent (Treppmann et al., 1995). The plots are axis-symmetric about the [111]
direction and have mirror symmetry about the (111) plane. CVP stands for correspondence
variant pair.
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The stress fields in all cases are negligible near the edges of the disks

and more pronounced near the centers. Thus this model predicts that the

Maximum Local Location
CVP Number Resolved Shear Stress
Tres-i (MPa) I (nm) 0 (degrees)
1 20 80 30°
2 60 80 80°
3 50 80 90° -
4 148 40 45°

Table 6.6.1: Summary of maximum (positive) average local resolved shear stresses for all 24

martensite CVP’s (correspondence variant pairs). The tabulated results are for one precipitate
variant out of 4.

martensite will nucleate near the center of the precipitate and grow outwards.
In Figures 6.6.2(a, ¢, d) the local resolved shear stress fields are both positive
and negative, while in Figure 6.6.2b the resolved shear stress fields are only
positive.  In the regions where the shear stresses are positive the

transformation will be favored, while the transformation will be hindered in
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the regions with negative shear stresses (equation 6.6.1). This is due to the
well know unidirectional nature of the martensitic transformation across the
habit plane (Buchheit and Wert, 1994 and 1996). Figures 6.6.2(a-d) also
demonstrate that the local stress fields outside of the precipitates resolve very
differently onto various martensite CVP’s. For some CVP’s the local resolved
shear stress fields are very large (Figure 6.6.2a) while in others the shear

stresses are much smaller (Figure 6.6.2c). The magnitude and relative

location (1, 8 defined in Figure 6.6.1) of the maximum average local resolved
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Figure 6.6.3: Plot which demonstrates the weakening of internal resolved shear stress fields
due to the loss of coherency of Ti,,Ni,, precipitates. The precipitate sizes for perfectly coherent

precipitates (10 nm) and incoherent precipitates (300 nm) were determined by Treppmann et al.,
(1995) for recrystallized Ti - 50.8 at% Ni.

shear stresses are summarized in Table 6.6.1. The volume over which the

average resolved shear stress was calculated was kept equivalent in all
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calculations in order to properly compare the magnitude of local stresses on
different CVP’s.

The stress fields predicted in Figure 6.6.2 and outlined in Table 6.6.1 arc
for perfectly coherent Ti;;Ni,, precipitates. During aging the precipitates lose
coherency with the B2 matrix and the stress fields are greatly weak.ened.
Treppmann et al., (1995) have determined that for recrystallized Ti - 50.8 at%
Ni (the same material employed here) the precipitates are perfectly coherent
at about 10 nm and completely lose coherency at about 300 nm. "I"hey also
noted that in a cold worked matrix (20% CW) the precipitates will become
incoherent at 150 nm. At any rate, the relationship between precipitate size
and coherency level is useful in this study because it allows the researchers to
quantitatively determine the weakening of the internal resolved stress fields
as the sample 1s aged. Figure 6.6.3 shows the average local resolved shear
stress, Ty, ;, as a function of the average precipitate size. As a first
approximation, a linear dependence is assumed between the two variables
although the actual effect may be slightly non-linear. Figure 6.6.3
demonstrates that for different martensite CVP’s the internal resolved shear
stress fields weaken at different rates. The figure is extremely valuable since
the magnitude of T;,,_; can be estimated for a given precipitate size. The two
curves in Figure 6.6.3 are able to account for the decrease in the orientation
dependence of 6 in NiTi given aging treatments that result in different
precipitate sizes (this is demonstrated in chapter 7). In addition, the extremely
strong local stress fields on some individual martensite CVP’s (n =4 and 6)
accounts for the large increase in M, (decrease in 0.) and the loss of the

traditional three variant self accommodat_ing groups in peak-aged NiTi .

6.7  ESTIMATING THE EFFECT OF Ni LOSS IN THE MATRIX

Although the internal stress fields will alter the martensitic
transformation in aged NiTi, it is also proposed that compositional changes

brought about by aging will also have an effect. The average composition of
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the alloys was measured to be 49.2 at% Ti and 50.8 at% Ni. Although this
average remains the same during aging, strong compositional gradients are
developed in the alloy. In the peak-aged state accurate measurements of
matrix and precipitate compositions are not possible due to the fine

distribution of precipitates. However, in the over-aged materials the

Lowest Measured Highest Measured
Ni Concentration Ni Concentration

Surrounding Matrix 51.4 at% Ti, 48.6 at% Ni | 46.7 at% Ti, 53.3 at% Ni

Ti,;Ni,, Precipitates 44.1 at% Ti, 55.9 at% Ni

Table 6.7.1: Experimentally measured compositions of precipitates and surrounding matrix in
over-aged NiTi. The measurements were made on several different specimen areas.

compositions of the matrix and precipitates were successfully measured. The
results of the composition analysis are shown in Table 6.7.1. The composition
of the precipitates here (Table 6.7.1) matches the expected Ti,Ni,,
composition (Nishida et al, 1986). Several different compositional
measurements were made in the matrix between the coarsened precipitates.
In some areas the local Ni concentration was very low while in others it was
very high (Table 6.7.1). The locally high concentrations of Ni in Table 6.7.1
are due to the segregation of Ni and most likely represent dissoluted
precipitates.  However, to qualitatively determine the effect of the
composition change on 6, and M; in NiTi, it is necessary to determine the
average Ni concentration in the matrix, ¢y, surrounding the precipitates.

Due to the small samples of material that are studied with the TEM it is
somewhat difficult to experimentally estimate the macroscopic volume
fraction of the microscopic Ti Ni,, precipitates, particularly in the peak-aged

samples. However, it is possible to estimate the volume fraction of the
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coarsened precipitates in the over-aged case. It is expected that the volume
fraction of the precipitates in the over-aged case is only slightly higher than
the volume fraction in the peak-aged cases. Using imaging software the
volume fraction of the Ti;;Ni,, precipitates in Figure 6.3.1d was determined to
be about 1.074. Since the precipitates are very rich in Ni, during aging the
average composition of the matrix must fall below the average composition
of the alloy (50.8 at%Ni). In fact, if the average composition of the alloy is
assumed to be set at 50.8 at%Ni and the composition of the precipitates is set
at 55.9 at%Ni (volume fraction = 0.074), it is pussible to calculate the average

composition of the matrix, ¢, in the over-aged state:

. _508-559*

at% Ni = 50.39 at% Ni (6.7.1)
A drop in the average composition of the matrix from 50.8 at%Ni to 50.4
at%Ni will have a significant effect on 6, and M,. Figure 671 is a
reproduction of the work published by Duerig and Pelton (1994) which
demonstrates the dependence of M, on the Ni concentration in the alloy. In
Figure 6.7.1 the composition of the solutionized specimens and the matrix of
the over-aged samples are also indicated. From figure 6.7.1 it is clear that M,
is expected to increase anywhere from 30 K to 70 K if the Ni concentration of
the matrix drops about 0.4 at%Ni. Clearly an increase in M, of that magnitude
will also affect the critical transformation stress level in the alloy at any given
test temperature.

The change in the composition of the matrix is a “homogeneous” effect
on the martensitic transformation. That is, it will not effect the orientation
dependence of single crystals or final martensite morphology in stress or
temperature induced transformations. However, the decrease in the Ni
concentration will raise M; and lower o, (at a given test temperature). It is
appropriate to consider this effect in conjunction with the local stress fields

from the precipitates. By considering both effects it is shown in chapter 7 that
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the aging influence on o, and M, can be accounted for. In the peak-aged
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Figure 6.7.1: The martensite start temperature as a function of composition as taken from
Duerig and Pelton (1994). The measured composition of the sohtionized alloy and the matrix

composition of the over-aged alloy (calculated from volume fraction of precipitates and known
precipitate composition) are also included in the figure.

samples the local stress fields combined with the compositional changes will
raise M, and lower the critical transformation stress levels. In addition to
altering M,, it is shown that the local stress fields in the peak-aged samples
will decrease the orientation dependence of the critical transformation stress
levels. In the over-aged samples M, is raised and O is lowered exclusively

due to compositional changes.
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6.8 CONCLUSIONS

1. Several different aging treatments on solutionized Ti - 50.8 at% Ni
resulted in the following average precipitate sizes: 1.5 h @ 673 K (peak-aged) -
>75nm, 1 h @773 K (peak-aged) -> 150 nm, 15h @ 773 K (over-aged) -> 1000
nm. In peak-aged Ni rich NiTi materials it is observed that finely distributed
semi-coherent Ti;;Ni,, precipitates result in very large local strain fields. The
chemical composition of the precipitates was found to be 559 at%Ni. By
measuring the precipitate volume fraction in the over-aged statc (0.074), the

average decrease in the Ni concentration of the matrix was predicted to be
about 0.4 at%Ni.

2. Using an Eshelby based micro-mechanical model the local stress fields
due to lattice mismatch strains are calculated for a perfectly coherent Ti, Ni,,
precipitate in a NiTi matrix. To estimate the effect of the local stresses on the
martensitic transformation, the local stress fields outside of the precipitate are
then resolved onto the 24 martensite correspondence variant pairs (CVP’s). It
is further demonstrated that due to the unique orientation relationship that
exists between the precipitate variants and the martensite CVP’s, the local

resolved shear stresses are extremely large on some CVP’s and negligible on

others.

3. The modeling results presented here are used in chapter 7 to discuss
experimental results on aged NiTi. In peak-aged NiTi the model predicts an
increase in the martensite start temperature and a decrease in the critical
transformation stress levels that is primarily due to the local resolved shear
stresses. In over-aged NiTi the model predicts an increase in the martensite
start temperature and a decrease in the critical transformation stress levels
that is primarily due to local compositional changes. In addition the model
is able to successfully predict the decrease in the orientation dependence of

the critical transformation stress levels in peak-aged NiTi.
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CHAPTER 7: EXPERIMENTS ON AGED NiTi

PREVIEW

Stress-induced transformations in polycrystalline NiTi were found to
closely resemble transformations in single crystals of the [110] and [111]
orientations. Solutionized and over-aged single crystals exhibited a strong
orientation dependence of the critical stress required to trigger the
transformation, 6.. The Schmid law was able to accurately predict the
orientation dependence of ¢, in the solutionized and over-aged single
crystals. Peak-aged single crystals demonstrated a much weaker orientation
dependence of ¢, and in general the Schmid law was not obeyed. By
considering the local stress fields outside of the semi-coherent precipitates,
the decrease in the orientation dependence of O, was accounted for. The
martengite start temperatures, M, in aged single crystal and polycrystalline
NiTi were much higher than in solutionized samples. In peak-aged NiTi the
increase was primarily attributed to the local stress fields outside the coherent
precipitates which create preferential nucleation sites for the martensite. In
the over-aged NiTi the increase in M, was primarily attributed to the decrease
in the average Ni concentration of the matrix surrounding the coarsened

precipitates.

71  BACKGROUND

To date there are nearly twenty intermetallic alloys which posses shape
memory properties (Shimizu and Tadaki, 1988; Hodgson et al., 1990).
However, due to several variables such as cost, strength, processability, and
recoverable strain levels, only two shape memory alloy systems have been
extensively used in engineering applications. Copper based shape memory
alloys such as Cu-Zn-Al have provoked interest due to their moderate

recoverability, low cost, and ease in processing (Wayman, 1980).
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Consequently, copper based alloys with refined grain structures have been
extensively used in thermal-mechanical actuator mechanisms (Wu, 1988).
However, since it's discovery in the early 60’s by Buehler and colleaguies at the
Naval Ordnance Laboratory, NiTi {also referred to as NitiNOL) has
dominated engineering applications. Some of the well known applications of
NiTi include orthodonic wires, endoscopic surgical wires, pipe couplings,
intervascular stents, space antennas, embedded wires in composites,
actuators, and eyeglass frames. The extensive use of NiTi is undoubtedly due
to it's remarkable physical and mechanical properties such as: recoverable
strains {Wasilewski, 1971}, recoverable forces (Furuya et al. 1988), cyclic path
memorization (Lim and McDowell, 1995); cyclic stability (Miyazaki et al.,
1986), fatigue resistance (Tobushi et al., 1997), corrosion resistance (Filip et al.,
1994), and wear resistance (Li, 1996). A comprehensive review of the general
properties of NiTi has been published by Duerig and Pelton (1994). The only
apparent disadvantage of NiTi alloys is that they are somewhat expensive due
to high fabrication and manufacturing costs (Perkins, 1981).

At this point, the monotonic stress-strain behavior of polycrystalline
NiTi shape memory alloys has been studied quite extensively. Both classical
(Wasilewski, 1971) and more recent studies (Jacobus et al., 1996; Shaw and
Kyriakides, 1997; Liu and Galvin, 1997) have demonstrated that the tensile
behavior of polycrystalline NiTi is strongly dependent on the test
temperature. Generally speaking, shape memory alloys deform through
martensite reorientation at low temperatures, a stress-induced martensitic
transformation at intermediate temperatures, and plastic slip at high
temperatures.  The transition temperatures for different deformation
mechanisms are dependent on the alloy composition, heat treatment,
processing, and prior thermal and mechanical cycling history (Funakubo,
1988). In addition, several unique experimental phenomenon have been
observed in the stress-induced temperature range. When polycrystalline
NiTi is stressed in tension it sometimes deforms through the motion of a

macroscopic phase boundary and the resulting stress-strain curve is
pic p y g
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dependent on the applied strain rate (Jacobus et al., 1996; Shaw and
Kyriakides, 1997). The higher the applied strain rate, the higher the critical
transformation stress level and the steeper the transformation stress-strain
slope. It has also been observed that the stress-induced transformation in
polyerystalline NiTi exhibits a dependence on the applicd stress state. Several
researchers have concluded that when compared to tensile results,
compressive stress-strain plots demonstrate smaller recoverable strain levels,
steeper transformation stress-strain slopes, and higher critical transformation
stress levels (Wasilewski, 1971; Orgeas et al., 1995; Jacobus et al., 1996; Plietsch
and Ehrlich, 1997). This effect has been properly explained and modeled by
considering the texture of the polycrystaliine specimens (chapter 5).

By utilizing different soak temperatures and hold times, heat
treatments can be used to tailor the properties of shape memory alloys such as
the two-way shape memory effect (Honma, 1986) and pseudoelasticity
(Miyazaki et al., 1982). Chumlyakov and colleagues have observed that peak-
aged Ni rich NiTi single crystals demonstrated a decrease in the orientation
dependence and tension-compression asymmetry of critical transformation
stress levels (Chumlyakov et al. 1995, 1996). In addition it has also been
observed that the recoverable strain levels in peak-aged single crystals are
significantly smaller than those in solutionized NiTi (Miyazaki ef al. 1984).
Most of the studies on aged polycrystalline NiTi have focused on the effect of
different cold workings and subsequent aging treatments on thermal
(Abujdom et al. 1990; Todoroki and Tamura, 1987) and tensile stress-induced
(Filip et al., 1991; Liu and Galvin, 1997) martensitic transformations. For
“equiatomic” NiTi aged below the recrystallization temperature (about 823 K)
increasing the percentage of cold work was found to decrease the martensite
start temperature (Abujdom et al. 1990). For example, increasing the cold
work from 6% to 55% decreases M, from about 293 K to 263 K when the cold
work is performed prior to a 1 h heat treatment at 748 K. If the cold work is
performed prior to aging above 823 K then M, may increase or decrease

depending on the percent of cold work. It should be noted that the
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aforementioned results are difficult to generalize to all NiTi materials since
the composition of the alloy was only cited as “equiatomic” and the
microstructures were not studied (Abujdom et al. 1990).

After a fixed percent of cold work, the effect of aging depends on the
heat treatment temperature. Tn a Ti - 50.6 at% Ni alloy Todoroki and Tamura
(1987) determined that M, goes through three different changes as the aging
temperature is increased. When the aging temperature was decreased from
625 K to 700 K M; slightly decreased. However, if the aging tempefature was
increased [rom is 700 K to about 823 K M, increased nearly 70 K. However,
when the NiTi was heat treated above 823 K M; once again decreased.
Notably, all NiTi polycrystals aged above 840 K (for 1 hour) demonstrated
recrystallization, a disappearance of the R-phase, and a masking of the effects
of cold work (Abujdom et al. 1990; Todoroki and Tamura, 1987). Several
studies have considered stress-induced martensitic transformations in aged
polycrystalline NiTi deformed under tension (Filip et al., 1991; Liu and
Galvin, 1997). As the aging temperature was increased (below the
recrystallization  temperature) the stress required to induce the
transformation, o, decreased consistent with the observed increase in the
martensite start temperature. Increasing the aging temperature above 840 K
increased the stress required to induce the transformation. Finally, it should
be noted that similar to single crystals, polycrystalline Ni rich NiTi aged in the
range 673 K through 830 K also demonstrated smaller recoverable strain
levels. Most researchers have attributed this effect to a decrease in the
mobility (or detwinning) of martensitc phase boundaries through the
precipitated regions (Filip et al., 1991, Buchheit and Wert, 1996). At this point,
there has been no experimental studies which consider the compressive
behavior of NiTi subjected to different heat treatments. The lack of
experimental studies which consider compression is a concern since NiTi
materials are available in wire, bar, and sheet form, and all three will

experience compressive stresses through bending loads.
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In an attempt to predict and better utilize the thermo-mechanical
response of shape memory alloys, several phenomenological constitutive
models have been developed (Sun et al., 1991; Sun and Hwang, 1993; Boyd
and Lagoudas, 1996). Although the aforementioned constitutive models are
quite extensive, they all aim at providing simple mathematical expressions
for the transformation criteria and martensite evolution rate. In doing so,
they fail to properly capture several experimentally observed phenomenon
such as stress state effects and the influence of aging on o, M, and
recoverable strain levels. All three effects are inherently linked to the
microstructures in polycrystalline NiTi alloys, primarily the crystallographic
texture and the precipitate structure. Although the aforementioned
constitutive models are valuable, extreme caution must be used when they
are used to predict the transformation behavior of shape memory alloys
under different stress states, or alloys which exist in different aged states. To
rectify the above situation, several researchers have developed micro-
mechanical models for polycrystalline shape memory alloys (Falk, 1989; Ono
et al., 1989; Patoor et al., 1996; chapter 4 and 5). In an attempt to better capture
all of the observed experimental phenomenon, these models incorporate the
actual microstructural deformation mechanisms of the transformation. The
latter three models have been successful in capturing stress state effects in Cu-
Zn-Al and NiTi. Strictly speaking, the model for NiTi (chapter 5) is only
applicable to materials without coherent or semi-coherent precipitates. At
this point, it is still necessary to incorporate the effects of aging into
polycrystalline shape memory alloy constitutive madels.

At the single crystal level the effects of aging on martensitic
transformations in NiTi have been modeled to some degree. It has been
proposed that recoverable strain levels are smaller in peak-aged specimens
because the detwinning of internally faulted martensite is inhibited.
Buchheit and Wert (1996) developed a single crystal constitutive model
which includes both the transformation strains due to the phenomenological

theory of martensitic transformations (CVP formation), and CVP detwinning.
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When detwinning was prohibited in their model, the predicted recoverable
strains were on the order of previously reported experimental results
(Miyazaki et al., 1984) for peak-aged single crystals. The aforementioned
model and the study by Treppman and Hornbogen (1995) are the only works
to date which model martensitic transformations in aged NiTi. Clearly then
it is necessary to better understand the effect of different aging treatments on
martensitic transformations in NiTi. .
Consequently, the current study will focus on properly explaining the
effect of precipitation on critical transformation stress levels, o, and
martensite start temperatures, My, in NiTi. The present chapter is aimed at
presenting a systematic set of experimental results on NiTi. The experiments
will consider the effects of different aging treatments, materials
(polycrystalline versus single crystal), and test temperatures. As a first
approximation, the effects of cold work will not be considered. To remove
the effects of previous cold workings, the polycrystalline materials were given
recrystallization treatments (the single crystals were never cold worked).
Since the deformation behavior of polycrystalline NiTi is very dependent on
texture (chapter 5), single crystals of several different orientations will be
studied. Specifically, the [111] and [110] orientations will be utilized since they
are soft under tension (large transformation strains, low o) and the [100]
orientation will be utilized since it is hard under tension (small
transformation strains, high o). The single crystal orientation [111] is also of
particular interest since the predominant texture in drawn NiTi polycrystals
is of the <111>{110} type (chapter 5). Microstructural observations and micro-
mechanical modeling results from chapter 6 will be used to elucidate the
experimental results. This research is superior over previous research efforts
since it relates the micro-mechanisms of aging to the macroscopic
deformation behavior, allowing for the extension of the results to other NiTi

alloy systems. The goals of this chapter are explicitly outlined below:
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1. Experimentally determine the critical transformation stress levels
under tension and martensite start temperatures for single crystal ([111], [110],
and [100] orientations) and polycrystalline NiTi exposed to different aging

treatments.

2, Use micro-mechanical arguments to quantitatively predict the effect of
precipitation on the critical stresses and temperatures required to trigger

martensitic transformations in peak-aged and over-aged NiTi.

7.2  EXPERIMENTAL TECHNIQUES

Polycrystalline samples were electro-discharge machined from 17
diameter cylindrical bars available from Special Metals Corporation. The bars
were cold drawn, centerless ground, straightened, and annealed. The

polycrystalline samples were given a 2 hour solutionizing treatment at 1273

K. The heat treatment was performed in evacuated quartz tubes which were

quenched and broken in ambient temperature water. The average grain size

of the polycrystalline material was determined to be 20 pm. Bars from the
same material batch were melled in ingots and used to produce single cryslal
NiTi specimens. The single crystals were grown using the modified
Bridgeman technique in an inert gas atmosphere. Following growth, the
crystals were homogenized at 1273 K for 24 hours in a vacuum furnace and
quenched into ambient temperature water, leaving them in the solutionized
state. The compositions of both the single crystal and the polycrystalline
materials were found to be approximately Ti - 50.8 at% Ni. Using electron
backscatter diffraction patterns, the orientation of the bulk single crystal was
determined and single crystal specimens were electro-discharge machined in
the [111], [110], and [100] orientations. The test samples had a gage cross
section of 3 mm x 1 mm and a length of 25 mm.

The solutionized polycrystalline and single crystal samples were given

subsequent aging treatments in the as machined state. The aging treatments
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were chosen to yield distinctly different microstructures. The four heat
treatments utilized in this study were: as solutionized, aged 1.5 hours @ 673
K, aged 1 hour @ 773 K, and aged 15 hours @ 773 K. Table 6.1.1 lists some of
the expected characteristics of NiTi in the different material states. When the
material is quenched from a high lemperature it is left in the solutionized
(supersaturated) state (row 1 in Table 6.1.1). The 15 hour treatment at 773 K
leaves the material in the over-aged state (row 3 in Table 6.1.1). The two
remaining heat treatments both leave the material in the peak-aged state (row
2 in Table 6.1.1). However, the 673 K heat treatment will result in a R-phase
transformation that is separated from the martensitic transformation.
Conversely, the 773 K heat treatment will result in a R-phase transformation
which is closer to the martensitic transformation (Nishida and Wayman,
1988).

Mechanical testing was performed on a screw driven ATS machine
fitted with small scale testing grips. Loads were measured with an Interface
load cell. Local strains were measured with a miniature MTS extensometer
with a 3 mm gage length and a +/- 8 % strain range. All tests were run at a
strain rate of 5 x 10*/s. All critical transformation stress levels, o, =c2%,
were calculated by using the traditional .0025 strain offset method. The
temperature of the specimens during the tests was monitored through a
thermocouple attached directly to the sample gage section. Low temperature
tests were accomplished by cooling the specimen grips and allowing heat to
conduct out of the specimen. High temperature tests were performed by
heating the specimen grips an allowing heat to flow into the specimen. For
both high and low temperature tests the specimen was kept in an insulated
chamber to prevent sudden temperature fluctuations. Before testing all NiTi
specimens were lightly cleaned with a 3HNO, + 2H,O + 1HF solution to
remove surface impurities from electrical discharge machining and heat
treating. Transformation temperatures were determined using a Perkins-

Elmer Differential Scanning Calorimeter.
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7.3 THERMALLY INDUCED MARTENSITE

The purpose of this section is to discuss the effect of aging on thermally
induced martensitic transformations in single crystal and polycrystalline
NiTi. It should be noted that the resulis of this DSC study are consistent with
previously published results {Table 1). However, this is the first study which
simultaneously considers single crystal and polycrystalline NiTi materials
given equivalent aging treatments. Figure 7.3.1 is a composite plot of the all
of the DSC curves for the different materials and heat treatments considered
here. In general, the transformation temperatures are comparable for both
the single crystal and polycrystalline NiTi. The small differences in
transformation temperatures between the single crystal and polycrystalline
materials may be attributed to small compositional changes during the
growth of the crystals or intergranular constraint. It is also clear that the
transformation peaks in the single crystal NiTi are generally more abrupt and
well defined than the wide peaks observed in the polycrystalline NiTi. This is
attributed to the fact that the transformation fronts in single crystal NiTi
move more easily through the test specimens. In the polycrystalline NiTi the
transformation fronts are inhibited by grain boundaries and thus the
transformation proceeds more slowly as a function of the temperature.

At this point it is appropriate to briefly discuss the pertinent
characteristics of the DSC curves for the four different aging treatments. The
lowest DSC curve in Figure 7.3.1 represents the material in the solutionized
state. The solutionized material only undergoes two transformations, a
forward martensitic transformation upon cooling and a reverse martensitic
transformation upon heating. Notably, the transformation temperatures in
the solutionized (supersaturated) state are much lower than in any of the
aged materials. The DSC curve second from the bottom represents peak-aged
NiTi (1.5 h @ 673 K). Upon cooling this material undergoes a R-phase
transformation near 320 K and a martensitic transformation around 260 K.

Upon heating the martensitic phase transforms back into the parent phase in
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one solid state transformation at around 320 K. The noteworthy feature on
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Figure 7.3.1: Differential scanning calorimetry (DSC) curves for single crystal and
polycrystalline NiTi given four different heat treatments. On the plot, Mis the martensitic
phase (B19°), R is the commensurate phase (thombohedral), and A is the parent phase (B2).

this DSC curve is the large separation between the R-phase transformation

and the martensitic transtormation. The final two DSC curves (aged 1 h @
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773 K and 15 h @ 773 K) have similar transformation characteristics. Upon
cooling the R-phase transformation occurs at about 280 K and the martensitic
transformation occurs at about 260 K. Upon heating, the martensitic phase
transforms back to the parent phase in one solid state transformation at about
310 K. It should be noted that there are several differences in the two
materials aged at 773 K. In the over-aged state (15 h @ 773 K), the R-phase
transformation is more pronounced than in the peak-aged state (1 h @ 773 K).

Additionally, the transformation temperatures are slightly higher in the

over-aged case.

74 ROOM TEMPERATURE STRESS INDUCED MARTENSITE

In this section, the results of tensile tests on single crystal and
polycrystalline NiTi are presented. Figures 7.4.1 (a-d) demonstrate the room
temperature tensile stress-strain curves for NiTi. In each figure the tensile
stress-strain curves are shown for polycrystalline NiTi and three different
crystallographic orientations ([100], [110], [111]) of single crystal NiTi. Figure
7.4.1a represents the material in the solutionized state. Clearly there exists a
strong dependence of the deformation hehavior on the crystallographic
orientation. It is also clear that most of the specimens fracture soon after the
transformation is initiated. This theory was confirmed by the discovery of
martensite plates on the fracture surfaces of the specimens using the scanning
clectron microscope. It has been previously noted that solutionized ‘NiTi
alloys with high Ni concentrations have low ductility (Duering and Pelton,

1994). At any rate, the orientation dependence of critical stress levels required

to trigger the transformation, o, in Figure 7.4.1a should be consistent with

the predictions of the phenomenological theory of martensitic

transformations (Schmid Law).

To determine if the specimens obey the Schmid law, it is necessary to

calculate the critical resolved shear stress, 7., in the specimens with different
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tensile axes. If the Schmid law holds then t_ should be independent of the
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Room temperature tensile stress-strain curves for single crystal and

polycrystalline NiTi subjected to four different aging treatments: (a) as solutionized, (b) aged
L5h @673 K, (c) aged 1 h @ 773 K, (d) aged I5h@ 773 K.
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crystallographic orientation of the tensile axes. The critical resolved shear
stress, T, is calculated by multiplying o, (.0025 strain offset method) by the
Schunid factor, wy;, of the most favorably oriented martensite correspondence

variant pair (CVP) for a particular orientation (Table 7.4.1). The important

Tensile Axis
Orientation [100] [110] {% 11)
Max. Schmid
0.21 0.41 0.39
factor, o,

Table 7.4.1: Schmid factor for the most favorably oriented martensite correspondence variant
pair (CVP) for several different crystallographic orientations of NiTi loaded under tension.

parameters for all of the room temperature tests are summarized in Table

7.4.2. In the solutionized state Table 7.4.2 demonstrates that the difference in

Tass 18 small between the two different orientations. The difference in T fOT
the solutionized specimens is considered to be a measurement of the overall
experimental error in the study (standard deviation of about 5.5 MPa). The
deformation of the polyerystalline NiTi in Figure 7.4.1a appears to be
controlled by the brittle failures observed in the [100] and [110] orientations.
Figure 7.4.1b shows the room temperature stress-strain response for
NiTi aged for 1.5 hours at 673 K. At this test temperature the NiTi exists in
the R-phase, and this is evident on the stress-strain curves by the different
elastic moduli of the specimens (Figures 7.4.1a versus 74.1b). All of the
specimens were unloaded and demonstrated complete recoverability upon

heating above the austenite finish temperature. Two features in Figure 7.4.1b
that will be focused on in this study are the drastic drop in o, and the severe

weakening of the orientation dependence of 6. The overall drop in ¢_, can be

explained by noting that the test temperature is much closer to the measured

martensite start temperature, M, of the peak-aged material (Table 7.4.2).
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However, the decrease in the orientation dependence of the G, cannot be

simply explained by using the DSC curves.

In addition, the Schmid law

specimen M, (K) G (MPa) Terss (MPa)

As [100] 224 934 19

Solutionized [111] 224 475 185
polycrystal 236 583 -

Aged [100] 274 250 52
1.5 hours [111] 274 238 93
@ 673 K polycrystal 266 256 -
Aged [100] 264 451 95

1 hour [111] 264 316 123
@773 K polycrystal 257 343 -

Aged [100] 272 530 111

15 hours [111] 272 260 101
@ 773 K polycrystal 272 220 -

Table 7.4.2: Summary of experimentally determined critical transformation parameters for
aged and solutionized NiTi. The {111] and [110] orientations are compared since they have
drastically different Schmid factors (Table 7.4.1).

cannot be used to predict the critical resolved shear stress from 6., for different
specimen orientations. From Table 7.4.2 it is clear that for the samples aged
1.5 hours at 673 K, the predicted t_, is dependent on the crystallographic
orientation of the test specimen. The polycrystalline NiTi in Figure 7.4.1b
deforms in a manner which is very similar to the deformation of the [110]
and [111] orientations. However, the critical transformation stress level in the
polycrystalline material is slightly higher than that of the single crystals. This
is expected since the martensite start temperature, M_, is slightly lower in the
polycrystalline material versus the single crystal material (Figure 7.3.1). It will
also be noted here that the peak-aged samples demonstrated a very non-linear
unloading path. This is caused by the existence of strong internal stress fields
due to mismatch strains between the precipitates and the fully developed
martensite. These internal stress fields are what prohibit the detwinning of

faulted martensite in peak-aged NiTi,
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A similar decrease in the orientation dependence of o, is observed in
the NiTi given the other peak-aging treatment (Figure 7.4.1c). Once again, the
o, values from Figure 7.4.1c do not produce T values consistent between
different crystallographic orientations (Table 7.4.2). The specimens in Figure
7.4.1c were loaded until failure to determine the orientation dependence of
the room temperature fracture strains. The [111] orientation demonstrated
the largest fracture strain (~30 %) while the [100] orientation demonstrated the
smallest (~2 %). The single crystal materials given the 1 h @ 773 K heat
treatment show a slightly larger 6, since their martensite start temperature is
slightly lower than in the first peak-aging treatment (Table 7.42). The final
room temperature stress-strain curves shown in Figure 7.4.1d are for the
over-aged NiTi materials. In most of the over-aged materials two
transformation points are clearly visible, the R-phase transformation and the

martensitic transformation. For the over-aged polycrystalline material, o, is

lower than ¢ for either of the peak-aged materials, which is consistent with
the DSC results (Table 7.4.2). Itis also worth noting that the transformation
stress-strain slope in steeper in the peak-aged materials (Figures 7.4.1b and 2c)
versus the over-aged materials (Figure 7.4.1d). This indicates that the
martensite grows more freely through the over-aged materials and is
consistent with the theory that martensite interfaces are immobile in peak
aged samples (Buchheit and Wert, 1996).

The most intriguing feature of Figure 7.4.1d is that the original

orientation dependence of o, is similar to that of the solutionized specimens.

This observation is elucidated by the fact that the separation in the

experimentally measured 1, is once again on the order of experimental error
(Table 7.4.2). Another noteworthy feature in Figure 7.4.1d is found on the
unloading portion of the stress-strain curve. The unloading path in the over-
aged materials is more linear than the unloading paths for the peak-aged

materials. This indicates that the mismatch strains and resulting local stress
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fields between the precipitates and the martensite are smaller in the over-

aged state. It is also helpful to graphically demonstrate the dependence of =

{rss

= 5 ; Experimental Results : :
& oo Specimen Orientation
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g F ' : |
@ i : : :
g : z 5
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Figure 7.4.2: Effect of heat treatment on the orientation dependence of the critical resolved
shear stress, 1., under tension. In the figure oy, is the Schmid factor and O, 1 the critical stress
level at the onset of the transformation for a given orientation.

on the heat treatment (Figure 7.4.2). Figure 7.4.2 shows Toss TOT two different
specimen orientations as a function of the precipitatc size. The figure is
similar to a yield stress-precipitate size plot for a precipitation hardening

material. However, the plot is mirrored since precipitation lowers T__ for a

erss
constant test temperature rather than raises it. Clearly, in the peak-aged
samples the separation between 1 for different specimen orientations is
much more than in the case of the solutionized or over-aged samples. It
should be noted that the overall trend in 1_ is consistent with the different

M; values in Table 7.4.2. At a constant test temperature the specimens are in a

different thermodynamic state is their M, temperatures are different.
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However, at this point it is still necessary to understand the effect of aging on

the temperature dependence of o,

7.5  TEMPERATURE DEPENDENCE OF STRESS INDUCED MARTENSITE

To further understand the decrease in the orientation dependence of o,

iy

in the peak-aged single crystals, tensile lests were conducted at several
different test temperatures on specimens oriented in the [100] and [111]
directions. Since the mechanical behavior resulting from the two peak-aging
treatments is similar, only the treatment for 1 hour at 773 K is considered
here. Figure 7.5.1 shows the temperature dependence of o, for the two
chosen single crystal orientations. On the plot, the martensite and austenite
start temperatures (M and A)) are indicated by vertical dashed lines. When
the specimen is cooled below M, and subsequently tested at any temperature
below A, the single crystal specimens deform through martensite

reorientation. From the results in Figure 7.5.1 it is clear that as the test

temperature is lowered, the critical stress for reorientation, ¢_, increases.

Additionally, it is clear that o for reorientation is the same for the [100] and
[t11] orientations. At high temperatures the [111] orientation deforms
through plastic flow, while the [100] orientation undergoes neither a
martensitic transformation nor plastic slip and fails in a brittle manner. This
is clearly due to a lack of available slip systems when the specimen is oriented
in the [100] direction.

In the stress-induced temperature range the specimen is heated above
the austenite finish temperature and thén cooled and tested above M,. The
critical stress required to induce the transformation, o_, exhibits a strong
linear dependence on the test temperature for both crystallographic
orientations (Clausius-Clapeyron relationship). As expected the slopes of the
lines in stress-temperature space are different for the (100] and [111]

orientations. This is because the slope of the Clausius-Clapeyron is inversely
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proportional to the recoverable strain level of a given orientation. It will be
noted that caution should be exercised when determining slopes of Clausius-

Clapeyron lines. As M, is approached, plastic slip may alter the calculation
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Figure 7.5.1: Orientation and temperature dependence of the critical stress required to induce
the martensitic transformation under tension in peak-aged single crystal NiTi.

and give erroneous results. The slopes calculated here are just first order
approximations since more test temperatures need to be considered to
precisely calculate the o, versus temperature trend. Figure 7.5.1 the slope of

the Clausius-Clapeyron line for the [100] orientation is given by:

dog _ 49¢MPa
dT K

(7.5.1)

While slope of the Clausius-Clapeyron line for the [111] orientation is given

by:
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dog _ ¢ ¢ MPa (7.5.2)
dT K

The ratio of the slope in equation 7.5.1 over the slope in equation 7.5.2 is
about 1.61. However, for solutionized NiTi the individual slopes are expected
to be inversely proportional to the recoverable strain levels (Schmid factors in
Table 7.4.1) for a given orientation. Taking the ratio of the inverse Schmid
factors for the two orientations [100] and [111] the value 1.86 is obtained. Since
the theoretical difference for solutionized samples (1.86) is higher than the
experimental value for the peak-aged samples (1.61), the orientation
dependence of the Clausius-Clapeyron slopes is decreased by peak-aging. This
ratio is expected to be even smaller for the samples peak-aged for 1.5 h @ 673
K. Using the recoverable strain levels from a previous research effort on Ti -
50.5 at% Ni given a 1 h @ 673 K heat treatment, the ratio is calculated to be
about 1.22 (Miyazaki et 4l., 1984). Another intriguing feature in Figure 7.5.1 is
the different intercepts of the two lines. This difference is not expected in

solutionized specimens, and its origin will be discussed later.

Another important aspect of figure 7.5.1 is the difference between o, for
a stress-induced transformation and ¢, for martensite reorientation. Even at

equivalent test temperatures o, is much higher for the stress induced
transformation (about 150 MPa at the equilibrium transformation
temperature T, =3(M; +A,)). This large difference is due to the fact that
there are several nucleation barriers which exist in the stress induced case and
not in the case of martensite reorientation. The critical stress for
reorientation is solely governed by the difficulty in moving and creating
martensite interfaces. However, the critical stress level required to create new
martensite is primarily controlled by the chemical free energy difference
between the two phases, the interfacial energy, and the elastic strain energy.

The aforementioned mechanisms are all considered “nucieation” barriers for
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the formation of the new martensitic phase in the parent material. Since the
second phase already exists in the case of reorientation, only the internal
friction of moving boundaries contributes to the critical stress level. Notably,

this internal friction decreases with increasing temperature (Figure 7.5.1).

£00 .+ .............. | .} } ....... ; { ] T = ...... T =
. Agedlh@7seC

= 500 __ e -
E - © Stress Induced Martensite | . i ;
= . ® Martcnsite Reorientation
Cy : | _ Aged15h@é73°C
300 et _,

200 S S S S
‘Aged 15h @773 °C'

100

Critical Stress Level,

" "Polycrystalline
. Ti- 50.8at%Ni
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Test Temperature, T (K)

Figure 7.5.2: Temperature dependence of the critical stress required to induce the martensitic
transformation in polycrystalline NiTi given several different heat treatments.

Since polycrystalline materials are commonly used in applications, the

final experimental results presented here will demonstrate the temperature

dependence of 6., for polycrystalline NiTi. For the two peak-aged and the

over-aged materials, Figure 7.5.2 plots the temperature dependence of o_ for
polycrystalline NiTi. The general characteristics of the plot are similar to
Figure 7.5.1, thus they will not be discussed. It should be noted that the
reverse transformation temperatures are not indicated on Figure 752 in
order to conserve space. If they were, the martensite reorientation lines

would be extended to intercept them. At any rate, in the low temperature
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region, martensite reorientation is most difficult in the over-aged case and
easiest in the samples peak-aged for 1 hour at 773 K. The samples aged for 1.5

h at 673 K lie in-between the two and exhibit a stronger dependence on the

test temperature. In the high temperature region the flow strength, o

cr!

18
higher in the samples aged at 773 K and relatively lower for the samples aged

at 673 K. Finally, in the stress-induced temperature range, it generally follows

that the samples aged at 773 K for 1 hour have the highest o_, the samples
aged at 673 K for 1.5 hours have intermediate levels of o_, and the over-aged

samples have the lowest levels of 6. The slopes of the Clausius-Clapeyron
lines for the polycrystalline materials given different heat treatments is given
by:

do MPa

= 7.3
dT K

(7.5.3)

This value is consistent with previously reported values for the Clausius-
Clapeyron slope in polycrystalline NiTi given different aging treatments
(Duerig and Pelton, 1994; Jacobus et al., 1996; Liu and Galvin, 1997). It is also
interesting to note that the value in equation 7.5.3 is similar to the value in

equation 7.5.2 for a single crystal oriented along the {111) direction.

7.6 DISCUSSION OF EXPERIMENTAL RESULTS

The first experimental results to examine are the DSC curves and the
room temperature tensile stress-strain curves for the single crystals. In the

solutionized state Ni rich NiTi is supersaturated in Ni, thus the M

5

temperature is low (Figure 7.3.1), and the room temp 1__, is high (Figure 7.4.2).
Additionally, since there are no precipitates, there are no local stress fields,
and the Schmid law holds (Figure 7.4.2). For the two peak-aged materials, it

has been microscopically observed that strong strain fields are present due to
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the lattice mismatch strains between the semi-coherent precipitates and the
B2 matrix (chapter 6). In the peak-aged materials, strong local resolved shear
stress fields are present on the martensite correspondence variant pairs
(CVI’s) due to the local stress fields. In chapter 6 the magnitudes of the local
resolved shear stresses were estimated for coherent and semi-coherent

precipitates. A reproduction of the results are shown in table 7.6.1. Only the

Schmid Factor, o, Average Local Resolved Shear Stress
CVP Tyss-1 (MPa), for a given precipitate sizc
[100] [110] [111] 10 nm 75 nm 150 nm
2 0.18 | -0.20 | 039 60 47 31
4 0.18 | -0.20 | -0.27 148 115 77
6 0.18 | -0.01 | -0.10 148 115 77
9 0.21 | -0.37 | 0.39 60 47 31
11 021 | -0.02 | 0.39 60 47 31
13 021 | 0.18 | -0.10 130 100 67
20 0.18 0.41 .27 90 70 46

Table 7.6.1: Local resolved shear stresses on different martensite correspondence variant pairs
due to lattice mismatch strains for a perfectly coherent precipitate (10 nm) and several semi-
coherent precipitates (75 and 150 nm) (chapter 6).

CVP’s which have very large average local resolved shear stresses are shown
in Table 7.6.1. As the precipitates lose coherency (increase in size), these local
shear stress magnitudes will decrease. In Table 7.6.1 the predicted stress fields
are given for perfectly coherent precipitates (10 nm), 75 nm precipitates (aged
1.5 h @ 673 K), and 150 nm precipitates (aged 1 h @ 773 K). The increase in the
transformation temperatures (Table 7.4.2) for the materials given the two
peak-aging treatments is primarily controlled by the local resolved shear
stresses from the precipitates.

The former reasoning indicates that M, of the matrix material is still
relatively low, however, the bulk material has a higher M, due to the strong
local stress fields. The increase in M, is simply due to the fact that the local

stress fields create preferential nucleation sites for the martensite. Since not
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all of the correspondence variant pairs (CVP’s) have equivalent local resolved
shear stresses, the morphology of thermally induced martensite in peak-aged
samples will be different. For example, as the specimen is cooled, CVP’s 4 and
6 will transform much earlier (Table 7.6.1) than any the other CVP’s since the
thermodynamic driving force on them is offset by the local resolved shear
stresses. Most likely, these variants will control the entire transformation
and the resulting martensite morphology. The loss of the traditional three
CVP self-accommodating groups in peak-aged NiTi is consistent with the
microscopic observations of Nishida ef al. (1988). It should also be noted that
since M, for the 1 h @ 673 K treatment is raised more than M, for the 1 h @
773 K treatment, the former heat treatment is proposed to result in more
coherent precipitates. This is also consistent with microscopic observations
(chapter 6) which show that the 1.5 h @ 673 K treatment results in smaller
precipitates. The strong coherency of the precipitates after the 1.5 h @ 673 K
heat treatment is also one probable cause of the extremely high R-phase
transformation temperature.

When the martensite was stress-induced, both of the peak-aged
materials showed a decrease in the orientation dependence of ecritical
transformation stress levels. This effect can be explained by considering the
results in Table 7.6.1. When a solutionized single crystal is stressed under
tension along the [100] direction, Schmid law predicts that CVP’s 9, 11, and 13
will simultaneously transform (Table 7.6.1). However, in a peak-aged single
crystal of NiTi, the CVP’s which will transform first are the ones which have
the maximum combination of external (applied) and average local
(precipitate) resolved shear stresses (chapter 6). Hence, for a peak-aged single
crystal oriented along the [100] direction CVP’s 4 and 6 will activate first under
an applied stress. Conversely, for a peak-aged single crystal oriented along the
[111] direction CVP’s 2, 9, and 11 will activate first under tension. Clearly the
local resolved shear stresses are much larger on the CVP’s favored for
transformation in crystals loaded along the [100] direction versus the [111]

direction. Thus, crystals oriented along the [100] direction will show a much
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more dramatic decrease in the applied stress required to trigger the
transformation when they are peak-aged (compare Figures 7.4.1 a-c).

It is also possible to view the above argument from another
perspective. The experimentally calculated critical resolved shear stresses in
the peak-aged specimens are much lower in the [100] direction versus the [111]
direction (Table 7.4.2). This is due to the fact that the different pre-existing

local resolved shear stresses for different CVP’s are not accounted for in the
calculation in Table 7.4.2. Consequently, the decrease in 1_ in thelpeak-aged
materials compared to the solutionized materials is a measure of the local
(internal) resolved shear stresses on the martensite CVP’s which control the
stress-induced transformation. Although there is some lowering of 1, due

to the small compositional change, this effect is proposed to be smaller for the

peak-aging treatments. The decrease in the calculated t__ for the peak-aged
materials compared to the solutionized materials (Figure 7.4.2) should be on
the order of the predictions in Table 7.6.1. For the 1.5h @ 673 treatment the
precipitate size is about 75 nm. With this, the [100] and [111] orientations are
expected to see decreases in T, on the order of 115 MPa and 47 MPa
respectively. The experiments indicated a drop of about 150 MPa for the [100]
orientation and a drop of 87 MPa for the [111] orientation. The agreement
between the experiments and the modeling is offset by about 40 MPa. This
difference is thc same for both orientations and thus is attributed to the

compositional change in the alloy during aging which raises M, and lowers

Tass @t @ given test temperature. A similar approach can be used to predict the

changes T, due to aging for 1 h @ 773 K. Notably, the decrease in Teras 18
smaller for the 1 h @ 773 heat treatment (Figure 7.4.2). However, the
modeling also predicts that the internal stress fields is also weaker for the 1 h
@ 773 K heat treatment (Table 7.6.1). Ultimately, it is clear that the modeling

results do indicate that the local resolved shear stresses, Tyss—is Can properly

account for the orientation dependent change in 1. This orientation
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dependent change can not be properly explained by just considering changes
in M.

In the over-aged materials, the martensitc transformation
temperatures are comparable to the transformation temperatures of the peak-
aged samples (Figure 7.3.1). However, it was also observed that the original
orientation dependence of the critical transformation stress levels was
recovered (Table 7.4.2). With this it must be assumed that the precipitates are
no longer coherent and that the local stress fields are negligible in the over-
aged case. This proposition is consistent with the fact that thermally induced
martensite in over-aged NiTi reverts back to the three variant self-
accommodating groups (Nishida et al., 1988). If the three variant groups were
visible in metallurgical studies then the local stress fields must be very weak
and the precipitates must be non-coherent. In addition, given the size of the
precipitates in the over-aged samples (chapter 6) they are past the critical
coherent particle size (Treppmann et al., 1995). With this, it becomes clear
that in the over-aged state the coarsened precipitates have depleted the
surrounding NiTi of enough Ni to sufficiently raise M, (lower T.and 6, ata
constant test temperature). In figure 7.3.1 the over-aged material shows an
increase in M, of about 50 K compared to the solutionized material. From
chapter 6, the change in M; predicted by considering the volume fraction of
the coarsened precipitates was between 30 K and 70 K. Although there is a
significant error band in the M, versus composition data used to make this
prediction, the general agreement does imply that the compositional changes
in the matrix are responsible for the increase in M, Finally, it should be
noted that the R-phase transformation occurs in this over-aged state since the
precipitates are still disperse enough to promote it {Treppman and
Hornbogen, 1995).

The final experimental results which will be discussed here are the
multi-temperature tests in Figure 7.5.1. The discussion will be limited to the

stress-induced region in Figure 7.5.1. One of the key features of this region is
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that the critical transformation stress levels, o, for the two different

orientations extrapolate back to different lower limits. The o, values for the

[100] orientation extrapolate back to almost 70 MPa as the test temperature

approaches M,. Conversely, the o, values for the [111] orientation extrapolate

back to about 130 MPa as the test temperature approaches M,. The former

barrier (70 MPa) is most likely due to the fact that an offset value was used for

determining o,. The actual transformation may proceed at nearly 0 MPa.

However, this reasoning does not explain why the [111] line extrapolates to a
much higher stress. If a tensile stress is applied along the [111] direction
(under 130 MPa) it has no effect on the critical temperature required to induce
the transformation. Although this may seem counterintuitive, it is due to
the fact that different CVP’s are responsible for the transformation in the [111]
orientation above and below the critical stress level (150 MPa).

For example, when the temperature is dropped below M, in a stress free
state the first CVP’s to activate in both the [100] or the [111] specimen will 4
and 6 (Table 7.6.1). Now suppose that a tensile stress of 100 MPa is applied to
both the [100] and the [111] specimens and the temperature is dropped towards
M,. In the [100] specimen all of the CVP’s in Table 7.6.1 will see an increased
resolved shear stress of about 20 MPa due to the external stresses. This
includes the CVP’s with the very large local resolved shear stresses due to the
precipitates (4 and 6). Thus under the small external tensile stress the
transformation will be triggered at a slightly higher temperature (consistent
with Figure 7.5.1). In the [111] specimen, only CVP’s 2, 9, and 11 will see a
positive increase in the resolved shear stress (39 MPa). However, this
increase cannot overcome the already large local resolved shear stress on
CVP’s 4 and 6 (31 MPa + 39 MPa = 70 MPa < 77 MPa). Therefore CVP’s 4 and 6
will still activate under the 100 MPa applied tensile stress and subsequent
temperature drop. Since the applied stress has a small effect on CVP’s 4 and 6
the temperature at which they activate will be nearly identical to that

observed under no stress. Thus the continuous phase boundary line for the
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[100] orientation on Figure 7.5.1 represents the transformation of the CVP's 4
and 6. However, the vertical dashed phase boundary line on Figure 7.5.1 for
the [111] orientation represents the transformation of CVP 6 while the slanted
solid line represents the transformation of the CVP’s 2, 9, and 11.

As a final discussion point it will be noted that the precipitate
coherency levels and Ni depletion levels in the matrix not only depend on
the heat treatment temperature and hold time, but also the composition of
the alloy and the percent of previous cold work., The theories de{reloped in
this paper may be extended to explain the effects of the nominal composition
of the alloy and the percent of previous cold work on o, and M; in NiTi.
NiTi alloys (Ni rich) with lower Ni concentrations will require longer aging
times to achieve the same precipitate size as the 50.8 at% Ni alloy considered
here. This is simply due to the fact that the driving force for the precipitation
is lower in less Ni rich alloys. Thus, the for equivalent aging times and
temperatures, lower concentration Ni-rich alloys will not experience changes
in M; or o, due to aging as large as 50.8 at% Ni alloys. Cold worked alloys
have dense dislocation populations, and thus precipitates will lose coherency
faster than in fully recrystallized materials (Treppman and Hornbogen, 1995).
This implies that if NiTi is peak-aged below the recrystallization temperature
then increasing the percentage of cold work will diminish internal stress
fields for a given peak-aging treatment. Thus, for a given peak-aging
treatment M; will decrease as the percentage of cold work goes up due to the
diminishing of internal stress fields in high dislocation density areas.
Notably, this trend has been experimentally observed (Abujdom, 1990}. If the
cold worked alloys are aged near the recrystallization temperature then the

aging process is more complex (Treppmann et al., 1995)

7.7 CONCLUSIONS

1. Thermally induced martensitic (lransformations are similar in

polycrystalline and single crystal materials for solutionized, peak-aged, and
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over-aged NiTi. The transformation stress-strain behavior of polycrystalline
NiTi is similar to that of single crystals oriented in the [111] and [110]
directions for peak-aged and over-aged materials. Solutionized single crystals

and polycrystals were generally brittle at the onset of the transformation due

to the high concentration of supersaturated Ni.

2. Generally speaking, the peak-aged and the over-aged materials all have
martensite start temperatures well above the solutionized specimens. In the
peak-aged samples the difference is primarily attributed to large local stress
fields on two martensite correspondence variant pairs (CVP’s). In the over-
aged materials the difference is primarily attributed to the depletion of Ni in
the matrix material. This theory is consistent with previous microscopic
observations that the three CVP thermally induced self-accommodating

martensite groups are observed in over-aged but not peak-aged samples.

3. The critical transformation stress levels, S, in the solutionized and

over-aged single crystals of different crystallographic orientations are

consistent with the phenomenological theory of martensitic transformations
(Schmid Law). However, o, in the peak-aged single crystals of different
crystallographic orientations do not obey the Schmid Law. Peak-aged single
crystals loaded in tension along the [111] direction show a decrease in c,,.
Conversely, peak-aged single crystals loaded in tension along the [100]

direction show a significantly larger decrease in the ...

4. It has been determined that the decrease in the orientation dependence

of 5, in peak-aged NiTi is caused by the precipitation of coherent or semi-
coherent Ti},Ni,, particles. The local stress fields generated by the precipitates
results in large resolved shear stresses on some martensite correspondence
variant pairs (CVP’s) and small resolved shear stresses on others. It so

happens that the martensite CVP’s which are oriented favorably for

213



transformation when the crystal is stressed along the [100] direction are
exposed to large local resolved shear stresses. Conversely, the martensite
CVP’s which are oriented favorably for transformation when the crystal is
stressed along the [111] direction are exposed to small local resolved shear

stresses.
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APPENDIX A: FORTRAN PROGRAM SHAPE.F

In this appendix, the general framework of the computer code used to
predict the polycrystalline response of shape memory alloys is given. Some of
the sections of the program are omitted to save space. Here, the solution
algorithims are only shown for one or two transforming variants. In the

actual program, up to four variants are allowed to transform per grain.

¢ This program will calculate the response of a pollycrystalline
¢ shape memory alloy from single crystal behavior using the

¢ self consistant formulation.

¢ declare variables (NOT SHOWN)

¢ initalize variables (NOT SHOWN})

g

c assign values to variables (NOT SHOWN)
c read in maximum applied stress tensor (NOT SHOWN)
¢ calculate maximum effective stress

seff = SQRT(2.0)/2.0*SQRT( ( sbar(1,1)-sbar(2,2) }*2.0 +
&  (sbar(i,1)-sbar(3,3) 2.0 + ( sbar(2,2)-sbar(3,3) )**2.0)

¢ calculate mvec and nvec for all 24 unrotated slip systems (NOT SHOWN)

c calculate alpha-ij for unrotated grains (NOT SHOWN)

¢ rotate alpha tensor randomly through three calculated angles (NOT
SHOWN)

¢ each grain has a different random rotation to simulate a polycrystalline body
C 6k 36 30 3 3 2F 3 3 X 3 MAIN PROGRAM LOOP BEGINS HERE ko8 2056 3 b oo o 5 o b o o o
¢ linearly ramp all loads from zero to maximum so that they hit

¢ the maximum values at the same time during the loading history.

c find proper far field average load increments

dsbar(1,1) = sbar(1,1)/incr
dsbar(2,2) = sbar(2,2)/incr
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dsbar(3,3) = sbar(3,3)/incr
dseff = seff/incr

¢ Zero out applied far field load
sbar(1,1) = 0.0
sbar(2,2) = (0.0

sbar(3,3) = 0.0
seff = 0.0

¢ BEGIN DO LOOP
DO 1000 kk = 1,incr
write(*,*) 'step 'Kk, of 'incr
¢ increment all average far field loads
sbar(1,1) = sbar(1,1) + dsbar(1,1)
sbar(2,2) = sbar(2,2) + dsbar(2,2)
sbar(3,3) = sbar(3,3) + dsbar(3,3)
seff = seff + dseff

¢ calculate current elastic constants

Elas = Em*fave + Ea*(1-fave)
mu = Elas/2.0/{1.0+nu)

H1=mu/1100.0
H2=0.0

C11 = Elas*(1.0-nu)/{(1.0+nu)*(1.0-2.0"nu))
C12 = Elas*nu/{(1.0+nu)*(1.0-2.0*nu))
C44 = (C11-C12)/2.0

S1111 = (7.0-5.0*nu) /(15.0%(1.0-nu))

51122 = (5.0*nu-1.0)/(15.0%(1.0-nu)) -
51212 = (4.0-5.0*nw) /(15.0*(1.0-nu))

AA =2.0*C12*51122 + C11*S1111

BB = 2.0%51122%(C11+C12) + 2.0*C12*S1111
DD = 2.07C44*51212

¢ calculate elastic strain increments in every grain

mean = nu/Elas*(dsbar(1,1)+dsbar(2,2)+dsbar(3,3))
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deebar(1,1) = (1.+nu}/Elas*dsbar(1,1}-mean
deebar(2,2) = (1.+nu)/Elas*dsbar(2,2)-mean
deebar(3,3) = (1.+nu)/Elas*dsbar(3,3)-mean

¢ remember previous total plastic strain increment

tr(1,1) = depbar(1,1)
tr(2,2) = depbar(2,2)
tr(3,3) = depbar(3,3)

tr(1,2) = depbar(1,2)
tr(1,3) = depbar(1,3)
tr(2,3) = depbar(2,3)

¢ zero out current total plastic strain increments

depbar(1,1) = 0.0
depbar(2,2) = 0.0
depbar(3,3) = 0.0

depbar(1,2) = 0.0

depbar(1,3) = 0.0
depbar(2,3) = 0.0

¢ zero out martensite evolution variables
fave = 0.0
nactg = 0

nactv = 0
nactvn = 0

¢ LOOP THROUGH THE GRAINS
DO 2000 jj = 1,1000
¢ zero out plastic strain increment for grain jj
depg(1,1,jj}=0.0
depg(2,2,jj) = 0.0
depg(3,3,j) = 0.0
depg(1,2jj) = 0.0

depg(1,3,5) = 0.0
depg(2,3,jj) = 0.0
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¢ loop through the slip systems and mark the transforming variants
DO 3000 i = 1,24
c calculate the thermodynamic force the ii variant in grain jj

tau(ii,jj)=sbar(1,1)*alt(1,1,ii,jj)

& +sbar(2,2)*alt(2,2,iijj)
& +sbar(3,3)*alt(3,3,ii,jj)
C check for transformation of the particular variant

IF( (active(jj) .LT. 3) .AND. (ftot(ji) .LT. 1.0) ) THEN
IF ( (tau(ii,jj) .GE. taunot) ) THEN
C check to see if this is the first yield, and note it

if { ken(ii,jj) .EQ. 0) then
ken(ii,jj) = 1
grain(jj) = 1
active(jj) = active(jj) + 1
mark(active(jj),jj) = ii

c give this yielding variant an initrinsic trans strain
epv(L,1,iijj) = gee*alt(1,1,ii,jj)
epv(2,2,iijj) = gee*alt(2,2,ii jj)
epv(3,3,iljj) = gee*alt(3,3,ii,jj)
epv(1,2,ii,jj) = gee*alt(1,2,ii,jj)
epv(1,3,iijj) = gee*alt(1,3,iL,j)
epv(2,3,iijj) = gee*alt(2,3,ii,jj)
endif

ENDIF
ENDIF
3000 CONTINUE

¢ with the information on yielding (active variants)
¢ calculate fdot for all of the active variants in the grain

C ONE VARIANT TRANSFORMING
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IF ( (ftot(jj) .LT. 1.0) .AND. (active(jj) .EQ. 1) ) THEN
C calculate fdot (self consistant method)

fdot(mark(1,jj),jj) = ( epv(1,1,mark(1,jj),jj)*dsbar(1,1)
+epv(2,2,mark(1,jj),jj)*dsbar(2,2)
+epv(3,3,mark(1,jj) jj)*dsbar(3,3)
~(AA-C11)*( epv(1,1,mark(1,jj),jj)*tc(1,1)
+epv(2,2,mark(1jj)jjy*tr(2,2)
+epv(3,3,mark(1,jj),jj)*tr(3,3))

~-(BB/2.0-C12)*( epv(1,1,mark(1,jj),jj)*tr(2,2)
+epv{1,1,mark(L,jj),jj)*tx(3,3)
+epv(2,2,mark(1,j),jj)*tx(3,3)
+epv(2,2,mark(1,jj),jj)*tr(1,1)
+epv(3,3,mark(1,jj),jj)*tr(1,1)
+epv(3,3,mark(L§j) ) tr(2,2))

-(DD-1.0%C44)*( epv(1,2,mark(1,jj),jj)*tr(1,2)
+epv(l,3,mark(1,jj),jj)*tr{1,3)
+epv(2,3,mark(L,j),jj)*tr(2,3)) }/

& (mu/1000.0

& -(AA-C11)*( epv(1,1,mark(1,jj)jj)*epv(1,1,mark(L,jj),jj

& +epv(2,2,mark(Ljj},jj)*epv(2,2,mark(1,jj},jj)

& +epv(3,3,mark(1,jj),jj)*epv{3,3,mark(1,jj),ij))

& -(BB-2.0*C12)%( epv(1,1,mark(1,jj),jj)*epv(Z,Z,mark(1,jj),jj)
+epv(L,1,mark(1,jj) jj)*epv(3,3,mark(1,jj),jj)
+epv(2,2,mark(L,jj).ji)*epv(3,3 mark(1,jj).i))

-(DD-1.0%C44)*( epv(l,Z,mark(l,jj),jj)*epv(l,Z,mark(l,jj),jj)
+epv(1,3,mark(L,jj)jj)*epv(1,3,mark(1,j),ji)
+epv(2,3 mark(1,jj),jj)*epv(2,3,mark(1,jj)ij)) )

N PN N

I

c check to see if this variant is untransforming
if ( fdot(mark(1,jj),jj) .LT. 0.0) then

¢ can this variant untransform?
if (ftotv(mark(1,jj),jj) .LE. 0.0) then

¢ NO, so there is no transformation at all
fdot(mark(1,jj),jj) = 0.0
kenn(mark(1,jj),jj) = 0
kenp(mark(1,jj),jj) = 0

else
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C

YES, let the program know that this variant is untrans
kenn(mark(1,j),j) = 1
kenp(mark(1,jj),jj) = 0

endif
else

this variant is transforming if it is NOT untransforming
kenn{mark(L,jj),jj) = O
kenp(mark(L,jj),jj) = 1

endif
update f total for the grain

ftotv(mark(1,jj)jj)=ftotv(mark(1,jj) jj)+fdot(mark(L,jj),jj)
ftot(jj) = ftotv(mark(1,jj),jj)

add variant plastic strain to total grain plastic strain
weighted by the volume fraction of new martensite fdot

depg(1,1,jj) = depg(1,Ljj)

+ epv(1,1,mark(L;j),jj)*fdot(mark(1,jj),jj)
depg(2,2,jj) = depg(2,2,jj}

+ epv(2,2,mark(1jj) jj}*dot(mark(Ljj) jj
depg(3,3,jj) = depg(3,3,jj)

+ epv(3,3,mark(1jj)jj}*fdot{mark(1,j) jj)

depg(1,2,jj) = depg(1,2jj)
&

+ epv(] ,2,mark(1,jj),jj)*fdot(mark(l,jj) A

depg(1,3,jj) = depg(1,3,jj)
&

+ epv(1,3,mark(Ljj),jj)*fdot(mark(1,jj),jj)

depg(2,3,jj) = depg(2,3i)
&

+ epv(Z,S,mark(l,jj),jj)*fdot(mark(l,jj),jj)
add this yielding variant to the total currently yielding

nactv = nactv + kenp(mark(1,jj),jj)
nactvn = nactvn + kenn{mark(1,jj),jj)

ENDIF

TWO VARIANTS TRANSFORMING

IF ( (ftot(jj) .LT. 1.0) .AND. (active(jj) .EQ. 2) ) THEN
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C

calculate fdot (self consistant method)

AVE(1) = epv(l,1,mark(1,j),jj)*dsbar(1,1)
+epv(2,2,mark(1,j)jj)*dsbar(2,2)
+epv(3,3,mark(1,jj),jj)*dsbar(3,3)

-(AA-C11)*( epv(1,1,mark(1,jj),jj)*tr(1,1)
+epv(2,2,mark(1 jj).jj)*tr(2,2)
+epv(3,3,mark(1,jj),jj)*tr(3,3))

-(BB/2.0-C12)*( epv(1,1,mark(L,j),jj)*tr(2,2)

+epv(1,1,mark(1,jj),jj)*tr(3,3)
+epv(2,2,mark(1,j),jj)*tr(3,3)
+epv(2,2,mark(1j),jj)*tr(1,1)
+epv(3,3,mark(1,jj),jj)*tr(1,1)
+epv(3,3,mark(L,jj) jj)*r(2,2))
-(DD-1.0%C44)*( epv(1,2,mark(1 jj),jj)*tr(1,2)
+epv(1,3,mark(1,jj),jj)*tr(1,3)
+epv(2,3,mark(1,jj),jj)*tr(2,3))

ol A A R R N R

AVE(2) = epv(1,1,mark(2jj),jjy*dsbar(1,1)
+epv(2,2,mark(2,jj),jj)*dsbar(2,2)
+epv(3,3,mark(2,jj},jj)*dsbar(3,3)

-(AA-C11)*( epv(1,1,mark(2,jj),jj)*tr(1,1)
+epv(2,2,mark(2,jj) jj)*tr{2,2)
+epv(3,3,mark(2,jj),jjytr(3,3))

-(BB/2.0-C12)*( epv(1,1,mark(2,jj),jj)*tr(2,2)

+epv(1,1,mark(2,jj),ij)*tr(3,3)
+epv(2,2,mark(2,jj).ji)*tr(3,3)
+epv(2,2,mark(2,jj},jj)*tr(1,1)
+epv(3,3,mark(2,jj),jj)*tr(1,1)
+epv(3,3,mark(2,jj) jj)*tr(2,2))

-(DD-1.0*C44)*( epv(1,2,mark(2,jj),jj)*tr(1,2)

+epv(1,3,mark(2,jj),jj)*tr(1,3)
+epv(2,3,mark(2,jj),jjy*tr(2,3))

N P P -

FD2(1,1) = mu/1100.0
& -(AA-CI11)*( epv(l,l,mark(i,jj),jj)"epv(l,l,mark(1,}']‘),}']')

& +epv(2,2,mark(1,jj),jj)*epv(2,2,mark(L;j) jj)

& +epv(3,3,mark(1,jj),jj)*epv(3,3,mark(L,j),ij))

& -(BB-2.0*C12)*( epv(l,1,mark(1,jj),jj)*epv(2,2,mark(1j),jj)
& +epv(1,1,mark(ljj),jj)*epv(3,3,mark(1 jj),ji)

& +epv(2,2,mark(L,jj),jj)*epv(3,3,mark(1,j),ij)}

& -(DD-1.07C44)*( epv(l,z,mark(1jj)jj)*epv(1,2,mark(1,jj),jj)
& +epv(1,3,mark(1jj),jj)*epv(1,3,mark(L,j),jij)

& +epv(2,3,mark(Ljj) j}*epv(2,3,mark(1jj),ji)

FD2(2,2) = mu/1100.0
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& -(AA-C11)*( epv(1,1,mark(2,jj),ij)*epv(1,1,mark(2,j).jj)

& +epv(2,2,mark(2,jj),jj)*epv(Z,Z,mark(Z,};’),jj)

& +epv(3,3,mark(2,jj),ji)*epv(3,3,mark(2,jj),ij))

& -(BB-2.0*C12)*( epv(l.1,mark(2jj).jj)*epv(2.2.mark(2,jj),ij)
& +epv(1,1,mark(2,jj),jj)*epv(3,3,mark(2,jj}jj)

& +epv(2,2,mark(2,jj}jj)*epv(3,3,mark(2,jj),ij))

& -(DD-1.0*C44)*( epv(1,2,mark(2,jj),jj)*epv(1,2,mark(2,jj),jj}
& +epv(1,3,mark(2,jj)jj)*epv(1,3,mark(2,ji).jj)

& +epv(2,3,mark(2,jj) ji)*epv(2,3,mark(2,jj),jj))

FD2(1,2) =

& -(AA-C11)*( epv(1,1,mark(Ljj)jj)*epv(1,1mark(2,jj),jj)

& +epv(2,2,mark(L,jj),jj)*epv(2,2 mark(2,j),ij)

& +epv(3,3,mark(1,jj)jj)*epv(3,3,mark(2,jj),jj})

& ~(BB-2.0*C12)*( epv(1,1,mark(1jj),jj)*epv(2,2,mark(2 j),ij)
+epv(1,1,mark(1,j;‘),jj)*epv(a,s,mark(z,jj),jj)
+epv(2,2,mark(L,jj),jj)*epv(3,3,mark(2,jj),ij))

-(DD-1.0*C44)*( epv(1,2,mark(1,jj)jj)*epv(1,2,mark(2,j),jj)

+epv(1,3,mark(L,jj)jj) epv(1,3, mark(2,jj),jj)
+epv(2,3,mark(1,jj),jj)*epv(2,3,mark(2,jj),ji})

RRplR

FD2(2,1) =

& -(AA-C11)*( epv(L,1,mark(2,jj),jj)*epv(1,1,mark(L,jj),ii)

+epv(2,2,mark(2,jj),jjy*epv(2,2,mark(1,j),ij)

+epv(3,3,mark(2,jj) ji)*epv(3,3 mark(1 ) j)

& -(BB-2.0*C12)*( epv(l,1,mark(2,jj)jj)*epv(2,2,mark(L jj),jj)
+epv{l,1,mark(2,jj),jj*epv(3,3, mark(1,jj),ij)
+epv(2,2,mark(2,jj) jj)*epv(3,3,mark(L,j) i)

-(DD-1.0*C44)*( epv(1,2,mark(2,jj),jj)*epv(1,2,mark(1,jj),ij)

+epv(].,3,mark(2,jj),jj)*epv(1,3,mark(1,jj),;'j)
+epv(2,3,mark(2,jj),jj)*epv(?.,B,mark(},jj),jj))

e

B R B R

DET2(1) = 0.0
DET2(2) = 0.0
WORK2(1) = 0.0
WORK2(2) = 0.0
IPVT2(1) = 0
IPVT2(2) =0
INFO = 0
LDA=2

JOB =01

¢ imsl equation solver

call linrg(2,FD2,2,FD2,2)
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fdot(mark(Ljj),jj) = FD2(1,1)*AVE(1) + FD2(1,2)*AVE(2)
fdot(mark(2,jj),jj) = FD2(2,1)*AVE(1) + FD2(2,2)*AVE(2)

check to see if this variant is untransforming
if ( fdot(mark(1,jj),jj) .LT. 0.0) then
can this variant untransform?
if (ftotv(mark(1,jj),jj) .LE. 0.0) then
NO, so0 there is no transformation at all
fdot(mark(1,jj),j) = 0.0
kenn{mark(1,jj),jj) = 0
kenp(mark(1,jj),jj) = 0
else
YES, let the program know that this variant is untrans
kenn(mark(1jj),jj) = 1
kenp(mark(1,j),jj) = 0

endif
else

this variant is transforming if it is NOT untransforming
kenn(mark(L,j),jj} = 0
kenp(mark(1,jj)jj) = 1
endif
check to see if this variant is untransforming
if ( fdot(mark(2,jj),jj) .LT. 0.0) then
can this variant untransform?
if (ftotv(mark(2,jj),jj) .LE. 0.0) then
NO, so there is no transformation at all
fdot(mark(2,jj) jj} = 0.0
kenn(mark(2,jj)jj) = 0
kenp(mark(2,jj),jj} =0

else
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YES, let the program know that this variant is untrans
kenn{mark(2,jj),jj) = 1
kenp(mark(2,jjjj) = 0

endif
else

this variant is transforming if it is NOT untransforming
kenn(mark(2,jj)jj) = 0
kenp(mark(2,jj)j) = 1

endif

update f total for the grain

ftotv(mark(1,jj) jj)=ftotv(mark(,jj),jj)+fdot(mark(L,j),ij)
ftotv(mark(Z,jj),jj)=ft0tv{mark(2,jj),jj)+fd0t(mark(2,jj),jj)
ftot(jj) = ftotv(mark(1,jj),jj) + ttotv(mark(2,jj},jj)

add variant plastic strain to total grain plastic strain
weighted by the volume fraction of new martensite fdot

depg(1,1jj) = depg(1,1j)
+ epv(1,1,mark(Ljj),jj)*fdot(mark(1,jj) ij)
+ epv(1.1mark(2,jj),jj)*fdot(mark(2,jj) i)
depg(2,2,jj) = depg(2,2,jj)
+ epv(2,2,mark(1,jj),j)*fdot(mark(1,jj),jj)
+ epv(2,2, mark(2,jj) jj)*fdot(mark(2,jj),jj)
depg(3,3jj) = depg(3,3,jj)
+ epv(3,3,mark(1,jj),jj)*fdot(mark(l,jj),jj)
+ epv(S,B,mark(z,jj),jj)*fdot(mark(2,jj),jj)

ol N

R

depg(1,2,jj) = depg(1,2,jj)
+ epv(1,2,mark(1jj),jj)* fdot(mark(L,jj),jj)
+ epv(1,2,mark(2 jj) jj)*fdot(mark(2,jj),jj)
depg(1,3,jj) = depg(L,3,jj)
+ epv(1,3,mark(L,jj) jjy*fdot(mark(1,jj),jj)
+ epv(1,3,mark(2,jj),jj)*fdot(mark(2,jj},jj)
depg(2,3jj) = depg(2,3,jj)
+ epv{Z,3,mark(1jj),jj)*fdot(mark{1,j),ij)
+ epv(2,3,mark(2 jj) jj)*fdot(mark(2,j),jj)

@

g

e
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c add this yielding variant to the total currently yielding

nactv = nactv + kenp(mark(1,jj),jj)

& + kenp(mark(2,jj}.jj)
nactvn = nactvn + kenn(mark(1,jj),jj)
& + kenn(mark(2,j),jj)
ENDIF

¢ check to see if the grain has completly transformed
IF ((ftot(jj) .GE. 1.0) .AND. (active(jj) .EQ. 1)) THEN

nactv = nactv - kenp(mark(1,j),jj)
nactvn = nactvn - kenn(mark(1j),jj)
kenp(mark(L,jj)jj) = 0
ken(mark(1,j),jj) = 0
kenn(mark(1,jj),jj) = 0
gram(jj) = ¢
active(jj) = 0

ENDIF

IF ((ftot(jj) .GE. 1.0) .AND. (active(jj) .EQ. 2)) THEN

nactv = nactv - kenp(mark(1.jj),jj)

& - kenp(mark(2,jj),jj)
nactvn = nactvn - kenn(mark(1,j),jj)
& - kenn(mark(2,3j),jj)

ken(mark(1,jj),jj) = 0
ken(mark(2,jj),jj) = 0
kenp(mark(1,jj),ijj) = 0
kenp(mark{2,j),jj) = 0
kenn(mark(1,jj},jj) = 0
kenn(mark(2,jj),jj) = 0
grain(jj) = 0

active(jj) = 0

ENDIF
¢ add this grain plastic e to total plastic e (NOT SHOWN)

¢ add volume fraction of this grain to total vol fract (NOT SHOWN)
¢ (to be averaged after all grains have been looped through)
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c add this grain, jj, to the total number of transforming grains (NOT
SHOWN)

2000 CONTINUE

¢ average overall plastic strains (NOT SHOWN)

c average total transformed volume fraction (NOT SHOWN)
c add plastic and elastic strain increments (NOT SHOWN)

¢ update plastic strain (NOT SHOWN)

¢ update total strain (NOT SHOWN)

¢ calculale current effective plastic strain (NOT SHOWN)

¢ calculate current effective total strain (NOT SHOWN)

c write data to the output files

1000 CONTINUE

END
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APPENDIX B: RESOLVED SHEAR STRESS CONTOQURS
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Figure B.1: Resolved shear stress contours due to lattice mismatch strains around a Ti; Niy,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant
#1. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the {111
plane.
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Figure B.2: Resolved shear stress contours due to lattice mismatch strains around a Ti,,Ni,,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant
#2. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the {111}
plane.
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Figure B.3: Resolved shear stress contours due fo lattice mismatch strains around a Ti; Niy,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant
#3. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the {111}
plane.
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Figure B.4: Resolved shear stress contours due to lattice mismatch strains around a TiyNi,,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant

#4. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the {111}
plane.
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Figure B.5: Resolved shear stress contours due to lattice mismatch strains around a Ti, Ni,,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant

#5. The plot is axessymmetric around the [111) axes and posses mirror symmetry about the {111}
plane. :
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Figure B.6: Resolved shear stress contours due to lattice mismatch strains around a Ti,Ni,,
precipitate in a NiTi matrix, The resolved shear stresses are calculated on martensite variant
#6. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the {111}
plane.
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Figure B.7: Resolved shear stress contours due to lattice mismatch strains around a Ti,,Ni,,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant
#7. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the {111}
plane.

237



180 /

160 - it

140
RSS Contours (MPa)
Martensite Variant #8

[111];, Direction (nm)

| | I
0 20 40 60 80 100 120 140 160 180
[112], Direction {(nm)

Figure B.8: Resolved shear stress contours due to lattice mismatch strains around a Ti; Niy,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on miartensile variant
#8. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the {111}
plane.
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Figure B.9: Resolved shear stress contours due to lattice mismatch strains around a T1,.Ni,,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant

#9. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the {111}
plane.

239



180 o

160 - o
140 ~
120 R55 Contours (MPa)
i Martensite Variant #10
o
&
100 S

[111 ]ﬂ2 Direction {nm)

o
|
| | I
o 20 40 60 80 100 120 140 164 180
{112}, Direction (nm)

Figure B.10: Resolved shear stress contours due to lattice mismatch strains around a Tiy,Ni,,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant

#10. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the
{111} plane.
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Figure B.11: Resolved shear stress contours due to lattice mismatch strains around a Ti, Ni,,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant
#11. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the
[111} plane. :
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Figure B.12: Resolved shear stress contours due to lattice mismatch strains around a Ti;,Niy,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant
#12. The plot is axessymmefric around the [111] axes and posses mirror symmetry about the
{111} plane.
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Figure B.13: Resolved shear strees contours due to lattice mismatch strains around a Tij;Ni,,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant
#13. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the
{111} plane.
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Figure B.14: Resolved shear stress contours due to lattice miesmatch strains around a TiyNiy,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant
#14. The plot is axessymmetric around the {111] axes and posses mirror symmetry about the
{111} plane.
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Figure B.15: Resolved shear stress contours due to lattice mismatch strains around a Ti;;Ni,,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant
#15. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the
{111} plane.
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Figure B.16: Resolved shear stress contours due to lattice mismatch strains around a TiyNiy,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant
#16. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the
{111} plane.
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Figure B.17: Resalved shear stress contours due to lattice mismatch strains around a Ti,Ni,,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant

#17. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the
{111} plane. :

247



180 —

160 S

140 — RSS Contours (MPa)
Martensite Variant #18

120 -

100 4

[111],, Direction (nm)

60

40 -

20

] | i
o 20 40 60 80 100 120 140 160 180

[112};, Direction (nm)

Figure B.18: Resolved shear stress contours due to lattice mismatch strains around a Ti;Niyy
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant

#18. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the
{111} plane.
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Figure B.19: Resnlved shear stress contours due to lattice mismatch strains around a TiyNiy,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant

#19. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the
{111} plane.
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Figure B.20: Resolved shear stress contours due to lattice mismatch strains around a Ti,,Ni,,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant

#20. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the
{111} plane.
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Figure B.21: Resolved shear stress contours due to lattice mismatch strains around a Ti;,Ni,,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant

#21. The plot is axessymmetric around the 111] axes and posses mirror symmetry about the
{111} plane.
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Figure B.22: Resolved shear stress contours due to lattice mismatch strains around a Tiy,Niy,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant
#22. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the
{111} plane.
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Figure B.23: Resolved shear stress contours due to lattice mismatch strains around a Ti,,Ni,,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant
#23. The plot is axessymmetric around the [111] axes and posses mirror symmetry about the
{111} plane.
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Figure B.24: Resolved shear stress contours due to lattice mismatch strains around a TiyNiy,
precipitate in a NiTi matrix. The resolved shear stresses are calculated on martensite variant
#24. The plot is axessymmetric around the [111]} axes and posses mirror symmetry about the
{111} plane.
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APPENDIX C: PRECIPITATE STRESS FIELD PROGRAM

THE FOLLOWING PROGRAM I8 WRITTEN FOR MATHEMATICA 3.0 AND
WILL CALCULATE THE RESOLVED SHEAR STRESS FIELDS QUTSIDE

OF PERFECTLY COHERENT PRECIPITATES GIVEN LATTICE MNISMATCH
STRAINS . THE BOLDFACE IS INPUT AND THE LIGHT TEXT IS
OUTPUT .

{* INPUT KNOWN FRECIPITATE DATA =*)

afl] = 104 (» om «);
af2] 104 (» nm «);
a[3] 16.25 (» nm ) ;
pi = N[Pi];

oa = .3;

Elag = 74000 (« MPa «)

|1 1]

74000

(+ ESTABLISH A FIXED VALUE FOR LAMEDA =)
NumberForm[Solve [ x[1]+42/ {a[1] +1)
+ x[2]42/(af2] +1) + x[3]42/ (a[3] +1) == 1, 1], 4]
{{1-0.125 (~481. +4. x[1]“ + 4. x[2]* +
4.x[3]%-1.4/(-16.00 (6760. - 65.00x[1]% - 65.00x[2]2 - 416.C x[3]?) +
{481.0-4.000x[11° - 4.000x(2]12 - 4.000x[31%)°)}}.
{1-0.125{-481. + 4. x[1]% + 4. x[2]% +
4.x[3]2+\/(-16.00(6760.—65.00:{[1]2—65.00}:[2]2—416.0::[3]2) +
(431.0—4.000x[1]’~4.000x[2;3—4.000x[3]“)2))}}

(» LAMBDA EQUALS THE LARGER, OR MAX VALUE *)

lam = 0.125 (-481. +4.x[1]" +4.%x[2] +
4.x%[3]7 ++/(~16.00 (6760. - 65.00x%[1]% - 65.00x%[2] -~ 416.0x[3]?) +
(481.0 - 4.000x[1]% - 4.000([2]% - 4.000x[3]%)"))

0.125 {-481. +4. x[1]% + 4. x[2}% + &. x[3]% +
vV (-16. (6760. - 65. x[1]% - 65. x[2]% - 416. x[3]%) + (481. - 4. x[1]® - 4. x[2]% - 4. x[3}2)2))

(» INPUT VALUE FOR DELTA «)

DELPA = ((a[1]42+8) « (a[2]42+0) + {(a[3]*2+a})*(1/2)

\ (264.063 +5) (10816+5)?
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{* CALCULATE EXPLICIT I-INTEGRALS =x)

b
d

{(a[3]“2+1lam) / (a[l]~2 +1lam)) ~(1/2);
((a[1]*2-a[3]*2) /(a[l]*2+1lam})~ (2/2);

Il = 4xpivxafl]*2«a[3]/ (afl]*2-a[3]42)*(1/2) xArcConr[db];
Ilamfl] = 2#«piwva[l] *2+&[3] » (ArcCos[b] -b*d) / (&{1)42 -=af3]+2)+*(3/2);
Ilamf[2] - TIiam{1]:

Ilam[3] = 4+xpixa[l]*2+a[3])~(d/b-ArcCos[b]) / (a[1]142-a[3]*2)+(3/2)

2.03766 (-ArcCos|
v ((264.063+0.125 (-481. +4. x[1]* +4. x[2]* + 4. x[3]° ++/ (-16. (6766. -65.x[1]% -
65.x[2]% - 416. x[3]%) + (481. - 4. x[1]%*-4.x[2]? —4.x[3]2)2)))/
(10816 +0.125 (-481. +4. x[1]% + 4. x[2])% +
4.x[312+¢(-16. (6760. - 65. %[1]% - 65. x[2]% - 416. x[31%) +
(481. - 4. x[1]% = 4. x[2]1% - 4. x[31%)7)})))] +
(102.723
V(1/ (10816 +0.125 (-481. +4. x[11% +4 x[21% + 2 »[3]12+ ./ (-16. (6760, — 65. 3 [1]®
65.x[2]2~416.x[3]2)+(481.-—4.x[l]z-4.x[2]2-4.x[3]2)1)))))/
(v ((264.063+0.125 (-481. + 4. x[1}2 + 4. x[2]% + 4. x[3]% + 4/ (-16. (6760. - 65. x[1]% -
65.x[2]% -416. x[3]%) + (481. - 4. x{1)? - 4. x{2]% - 4. x[3}2)2)))/
(L0816 +0.125 (-481. +4. x[1]% + 4. x[2]% +
4.x[3]%++/(-16. (6760. - 65. x[1]% - 65. x[2]% - 416. x[3]%) +
(481. - 4. x[11% - 4. x[2]? 4. x[31%)°}}})))

(* CALCULATE SECOND ORDER I-INTEGRALS =*)

Do [Print[i];

Ilafi, j] = 2«pixa[l]*2wa[3]
Intagrate[l/ ({a[i]*2+ @) « (alj]l 42+ 8) +DELTA), {s, lam, Infinity}], (i, 1, 3},
{i, 1, 3}]

1

1
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(» DEFINE THE IDENTITY TENSOR %)

{ka[1, 1 = 1;

kd[1, 2] = 0;
kdl1l, 3] = O;
xd[2, 1] = 0;
xd[2, 2] = %;
xd[2, 3] = 0;
x&[3, 1} = 0;
kd[3, 2] = 0;
kd[3, 3] = 1}
{1}

(* CALCULATE ALL COMPONENTS OF THE Dijkl MATRIX )

Do |
Dmat (i, j, k, 1] =

l/8/pi/ (1-au)«(
kali, j] »kd[k, 1] * (2+nu«Ilam[i] - Tlam[k] +a[i] *2«Tla[k, i]) +
{ kd[i, k] »kd[j, 1] + kd[yj, k] »kd[i, 1]1) »
(a[i}*2=+Ila[i, §] - Ilam[f] +
(1-nu) « (Xlam[k] + Ilam([1])) +
2xnuwkd[k, 1) »x[i] +D[Ilamfdi], x[j]] +
+{1-nu) « (kd{i, 1] #x[k] *D[Iiam[k], =[j]] +
kd[j, 1] «x[k] *D{Ilam[k], x[i]] +
kd[i, k] +x[1] «D[Ilam[1], x[3]] +
kd[3, k] #x[1] »D{Ilam[1], x[1]]) -
kd[i, 3] »x[k] *D[Xlam[k] ~a[i] *2«2lafk, 1], x[1]}] -

(kd[i, k] ex[i] +kd[3, k] #x[i]) *
D[Ilawm[j] -afi] *2+23afi, 5], x[1]] -

(kafd, 1) »wx[j] +®RA[J, 1] #x[d]) *
D[Ilam[j] ~a[i] 2« Ilafi, §], x[k]] -

x[i) #x[3] =
D[Ilam[J] -a[i]*2«Xlali, 7], x[1], x[Xk]]

)l
{i, 1, 3}, {3, 1, 3}, {k, 1, 3}, (1,1, 3}]
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(* INPUT LATTICE MISMATCH EIGENSTRAINS =*)

esl, 1] = .014;
es[l, 2] = 0;
es[l, 3] = 0;

ez[2, 1] = 0;
es[2, 2] = .014;
es[2, 31 = 0;
es[3, 1] = 0;
ag[3, 2] = 0;
eg[3, 3] = -.029
-0.029

(+ CALCULATE STRATN FIELD OUTSIDE THE PRECIPITATE «)
Do [
ecut[i, jl =

Sum[Dmat{i, j, k, 1] xrea{k, 1], {k, 1, 3}, {1, 1, 3}],
{i, 1, 3}, {3, 1, 3}]
(» CALCULATE STRESS FIELD QUTSIDE THE PRECIPITATE )
Dol

gigfi, 3] = Blaa/ {1+nu) »eout i, j]

snu+Blas/ ((l+nu) «» (1-2+nu)) *

(ecut {1, 1] + eocut[2, 2] +eout3, 3]) +kd[i, j].

{i, 1, 3}, {3, 1, 3}]

(» INPUT CRYSTALLOGRAPEIC DATA FOR NiTi «)

{nl = .8684; n2 = 0.2688; n3 = -0.4138;
ml = -0.4580; m2 = 0.7706; m3 = -.4432;
gee = 0.13}

{0.13}

(» CALCULATE DATA FOR 24 MARTENSITE CVE'S )

{nvec|l, 1] = -nl
nvec[2, 1] = n3;
nvec[3, 1] = n2;
mvec([l, 1] = -mi;
mvec {2, 1] = m3;
mvec{3, 1] = m2;

nvac[l, 2] = n3;
nvec[2, 2] =-nl;
nvec (3, 2] = -n2;
mvec[l, 2] = H

mvec(2, 2] =-ml;
mvec[3, 2] = -m2;
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avec [,
nvec|[2,
nvec[3,

mvec|[l,
mvec[2,
myec[3,

nvecll,
nvec|2,
nvec|3,

mvec|[1,
mvec|[2,
mvec (3,

nvecfl,
nvecf2,
nvec[3,

mvec([l,
mvec[2,
mvec(3,

nvec|l,
nvec|[2,
nvec[3,

mvec[1,
mvec [2,
mvec[3,

nvec|[l,
nvec[2,
nvec[3,

mvec 1,
mvec(2,
mvec [3,

nvec|i,
nvees 2,
nvec[3,

mvec[l,
mvec[2,
mvec[3,

nvec(l,
avec[2,

3] = nl;
3] =-n3;
3] = n2;
3] = ml;
3] = -m3;
3] = m2;
4] =-n3;
4] = nl;
4] = -n2;
4] = -m3;
£] = ml;
4] = -m2;
5] =-nl;
5] = -n3;
5] =-n2;
8] = -mi;
5] = -m3;
5] =-m2;
6] =-n3;
6] = -nl;
6] = n2;
6] = -m3;
6] = -mi;
6] = m2;
7] nl;
7] = n3;
7] = -n2;
7] = ml;
7] = m3;
7] = -m2;
B] = n3;
8] nl;
8] = n2;
B8] = m3;
8] = ml;
8] = m2;
9] = n2;
9] = nl;
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nvec(3,

mvec[l,
mvec[2,
mvec[3,

nvec[l,
avec[2,
nvec |3,

mvec {1,
mvec[2,

wmvec [3,

nvec|l,
nvecf2,
nvec|[3,

mvec[1,
mvac [2,

mvec |3,

nvec|l,
nvec[2,
nvec(3,

mvec[l,
mvec[2,
mvec([3,

nvec|l,
nvecfa,
nvec|3,

mvec(l,
mvec {2,
mvec{3,

nvec[l,
nvec2,
nvec(3,

mvec(l,
mvec[2,
mvec|[3,

nvecfl,
nvec[2,

nvec|[3,

mvec|[l,
mveciz,
mveci3,

9]

9]

10]
10)
10]

10]
10]
10]

11]
11]
11]

11}
11}
11}

1z}
12}
12)

12]
12]
12]

13)
13]
13]

13]
13}
13]

14]
14]
14]

14]
14]
14]

15]
15]
18]

15)
35]
15]

n2;

= -nl;

ni;

~mi;
m3}

-na;
n3;
-nlj;

= -m2;

m3;

= ~ml;

-n2;

= -n3;

= nlj;

n

-m2;
-m3;
ml;

_nz;
nl;

~m2;
wl;
m3;

= -n2;

~nl;

= -n3;

-m2;

= -ml;

-m3;

n2;

= =n3y

-nl;

1]
-m3;
-ml;
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nvec|[1,
avec [2,
nvec|[3,

mvec|l,
mvec2,
mvec[3,

nvec[i,
nvec[2,
nvec[3,

mvec|[l,
mvec[2,
mveac [3:

nvec|[l,
nvec[2,
nvec[3,

mvec[1,
mvec[2,
mvec[3,

nvec[l,
nveci2,
nvec[3,

mvec (1,
mveci2,
mveci3,

nvec|l,
avec[2,
nvec([3,

mvec|l,
mvec[2,
mvec([3,

nvecfl,
nvecaf2,
nvecf3,

mveci|l,
mvec[2,
mvec[3,

16]
16]
16]

16]
16]
16]

17]
17]
17]

17]
17]
17]

18]
18]
18]

18]
18]
18]

19}
19]
19]

18] =

19]
19}

20]
20]
20]

20]
20]
20]

21]
21]
21]

21]
21]
21]
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nvec[l, 22] = -nl;
nvec([2, 22] = n2;
nvec[3, 22] = -n3;

mvec[1l, 22] =-ml;
mvec([2, 22]
mvec[3, 22]

-m3;

anvec[l, 23] = n3;
nvec([2, 23] = -n2;
nvec[3, 23] = nl;

mvec[l, 23] = :
mvec (2, 23] = -m2;
mvec[3, 23] = mi;

nvec([l, 24] = -n3;
nvec[2, 24] = -n2;
nvec[3, 24] = -nl;

mvec[l, 24] = -m3;
mvec[2, 24] = -m2;
mvec[3, 247 = -ml}

{-0.397727}

(+ ALPHA TENSOR FOR NITI =)
Do [Do [Do [

alij[i, 3, k] = .5 (nvec[i, k] »mvec[j, k] +nvec[j, k] »mvec(i, k]),
{i, 311, {3, 3}, {k, 24})
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{* CREATE A ROTATION TENSOR =)

a00l1l = {0, 0, 1}
a®lo {0, 1, 0}
aloo {1: Q, 0}

ap001 = 1/34(1/2) = {1, 1, 1}
ap010 = 2/6*(3/2)+{1, 1, -2}
apl00 = 1/24(1/2) {1, -1, 0}
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RO[1, 1} = apl00 . alG0
RO[1, 2} = apl00 . a0l0
RO[1, 3] = apl00 . a0d01

RO[2, 1] apll0 . aloe
RO[2, 2] = ap{l0 . alloO
RO[2, 3] = ap0l0 . ag0i

RC{3, 1] = ap00l . alo0
RO[3, 2] = ap0o0l . a010
RO[3, 3] = ap0dol . ao0l

=

1

E

4 o °

I
W 2

s o o

3
{* ROTATE THE HABIT PLANES INTO PRECIPITATE SYSTEM *)
Do [

up[il h P m] = Sum{
RO[i, k} «RO[4, 1] #+alij[k, 1, m}, {k, 1, 3}, {1, 1, 3}],
{i, 1, 3}, {3. 1, 3}, {m, 1, 24}]

{* PRINT OUT ALPHAij® FOR DIFFERENT ORIENTATIONS w)
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(*#100=)

Do [

Print|[{aiij[1, 1, m], alij[2, 2, m], alij[3, 3, m]}],

{m, 1, 24}}

{~0.397727, 0.183396, 0.207137}
{0.183396, -0.397727, 0.207137}
{~0.397727, 0.183396, 0.207137})
{0.1833%6, ~0.397727, 0.207137}
{~0.397727, 0.18339%, 0.207137}
{0.1833%6, -0.397727, 0.207137}
{-0.397727, 0.183396, 0.207137}
{0.1833%6, -0.397727, 0.207137}
{0.207137, -0.397727, 0.183396}
{0.207137, -0.397727, 0.183396}
£0.207137, 0.183396, -0.397727})
{0.207137, 0.1B3396, -0.397727}
£0.207137, -0.397727, 0.183396}
{0.207137, -0.397727, 0.183396}
£0.207137, 0.183396, -0.397727}
{0.207137, 0.183396, -0.397727}
{-0.397727, 0.207137, 0.183396}
{-0.397727, 0.207137, 0.183396}
{0.183396, 0.207137, -0.397727}
{0.183396, 0,207137, -0.397727}
{-0.397727, 0.207137, 0.183386}
{-0.397727, 0.207137, 0.183396}
{0,183396, 0.207137, -0.397727}

{0.183396, 0.207137, -0.397727}
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(#110, 112, 111ls)
Do [

Print[{Alp[1, 1, m], Alp[2, 2, m], Alp]3, 3, m]}],

{m, 1, 24}]

{-0.204843, 0.462957, -0.265308}
{-0.204843, -0.1931, 0.390749}
{-0.204843, -0.1931, 0.390749)}
{-0.204843, 0.462957, -0.265308}
{-0.00948828, 0.0337865, -0.031492}
£-0.00948828, 0.105835, -0.10354}
{-0.00948828, 0.105835, -0.10354)
£-0.00948828, 0.0337865, -0.031492)
{-0.368334, -0.02956081, 0.330749}
(0.177744, 0.08037, -0.265308)
{-0.0237365, -0.374206, 0.390749}
£0.41427, -0.156156, -0.265308)
{0.177744, -0.081398, -0.10354}
{-0.368334, 0.3%2633, -0.031492}
£-0.0237365, 0.120083, -0.10354}
{0.41427, -0.388972, ~0.031492}
{0.177744, 0.08037, -0.265308}
{-0.268334, -0.0296081, 0.390749)
{-0.0237365, -0.374206, 0,390749}
{0.41427, -0.156156, -0.265308}
{-0.368334, 0.392633, -£.031492}
{0.177744, -0.081398, -G.10354}
{-0.0237365, 0.120083, -0.10354)

{0.41427, -0.38%9972, -0.031492}

{* CALCULATE THE RESOLVED SHEAR STRESS FIELD =)
{«+ ON THE 24 CVP' S OUTSIDE THE PRECIDPITATE «)

Bo{

res[m] = Sum]
Alpfi, 5, m] »Sig[i, 31, {i, 1, 3}, {3, %, 3}].

{m, 1, 243}]
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(* The problem is axis-symmetric about x[3] «)
{* so set x[{2] = 0 since information in x[2] «)
(* direction is same as information in x[1] =)
(* direction =)

x[2] = ©

0

(+ CALCULATE THE STRESS FIELD POINWISE FOR «)
(* A 20 BY 20 MATRIX OF POSITIONS. THIS »)
(* MATRIX CAN BE USED TO MAKE CONTOUR PLOTS «)

Dol

a = 18C/20+i;

b - 180/204+3;

Ken[i, j] =If [ (a%2/104424+b*2/16.2542) < 1,

0'
ras[l] /. {x[1] -> 180/20+i, x[3] ~> 180/20x3)];
Print[Ren[i, j]11,

{i, 0, 20}, {3, 0, 20}]
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